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ABSTRACT

The performance of piezoelectric tube scanner in Atomic&ddicroscope (AFM) is
limited by vibrations and nonlinearities exhibited by thezmelectric material such as hys-
teresis and creep. The aforementioned limitations restecuse of the piezoelectric tube
scanner for fast and high resolution operations. As sucdh thiesis presents several ways
of improving the speed and accuracy of piezoelectric tulbarser for the use in Atomic
Force Microscopy. In this thesis, two types of feedback mdr#pproaches are designed
and implemented experimentally in order to improve thegrenfince of piezoelectric tube
scanners. The first approach uses strain voltage signateddun the piezoelectric tube to
measure of high frequency displacements of the scanneetfiegwith capacitive sensor,
the use of strain voltage signal allows the closed-loop hadlith to be increased for fast
scans without the additional sensor noise otherwise darigd by the capacitive sensor
during fast operation of the scanner. In the second appr@alebsitive Position Feedback
(PPF) control scheme is implemented on a commercially alvi@lAFM to compensate for
scan-induced vibration and cross-coupling of its piezteletube scanner. As a result of
the implementation of the PPF control scheme, the scanpiegdsis doubled in compari-
son to the scanning speed obtained from the standard densapplied with the commer-
cial AFM. Finally, a spiral scanning method is compreheealyidescribed and evaluated
for the use in AFM. Two modes of spiral scanning method, Caoristagular Velocity
(CAV) and Constant Linear Velocity (CLV) modes, are presentadl @mpared with the
widely used raster scanning method. The use of the spiralisd@AV mode is shown to
allow the scanning speed to be increased very high, appraatie mechanical bandwidth
of the scanner. The use of the spiral scan in CLV mode allowsrsieg of samples to be

done at linear velocity, a property shared with the rastansc
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Chapter 1

Introduction

In recent years, Atomic Force Microscope (AFM) has becomerportant tool in nan-
otechnology research [11, 50]. AFM was first conceived toegate three-dimensional
(3D) images of conducting and nonconducting surfaces witremely high resolutions
down to the atomic level. Recently, AFM is also being used ipliaptions that involve
manipulation of matter at a nanoscale [55, 57, 73]. A crite@mponent of an AFM is
the scanner which is used to move either the sample or theoroamtilever in a raster
pattern in thex-y plane. The scanner also controls the tip-sample distamoegh thez
axis servo. Today, the majority of commercially availablEMs use a piezoelectric tube
scanner for the three-dimensional (3D) positioning [S&haugh flexure-based nanoposi-
tioners [4,65, 70] are emerging as a viable, albeit more esige alternative. However, the
positioning precision and scanning speed of the pieza#&dabe can be adversely affected
by vibrations and nonlinearities exhibited by the piezo&le material such as hysteresis

and creep [16]. Therefore, the following section detailstba objectives of this thesis.

1.1 Thesis Objectives

The first objective considered in this thesis is to use feekllwantrol approach to im-

prove positioning precision and scanning speed of pieztr@dube scanners. Feedback
controllers are designed to achieve good damping ratioh@ffitst resonant mode of the
scanner and to achieve a high closed-loop bandwidth foafagstccurate tracking of input
signals. Additionally, charge sources are used to drivepteeoelectric tube scanner in-

stead of the widely used voltage source in order to reduceftbet of hysteresis. Nonethe-



less, when capacitive sensors are used to provide the s&adisplacement measurements
for these feedback controllers, the effect of sensor naisthe overall system increases
as the closed-loop bandwidth increases. This trade-offilsnmzed in this thesis by us-
ing a low-noise strain voltage signal induced in the piezcieic tube instead of using the
measurements from capacitive sensors for high-frequeispyadement measurements. A
two-input one-outpuH., controller is designed for a prototype piezoelectric tutanser

to utilize these two sources of scanner displacement measunts.

Another feedback controller which utilizes only capagtisensor measurements is
designed for implementation on a commercial AFM. Here, atResPosition Feedback
(PPF) controller that was initially used to suppress meidahnibrations of highly reso-
nant aerospace structures [22] is designed to bring abguibirements in term of scanning
speed and scanned image accuracy to the commercial AFM. FRecéntroller is used
to compensate for vibration in the piezoelectric tube seamhthe commercial AFM by
shifting its closed-loop poles further into the left-halpe (LHP). A high-gain integral
controller is also used to provide tracking and to compenfat cross-coupling between

lateral axes of the piezoelectric tube scanner.

The second objective of this thesis is to describe and eteabmral scanning method
for fast AFM. Here, the piezoelectric tube scanner is fotoddllow a spiral pattern instead
of the well established raster pattern. The spiral scannsigged in two modes, a constant
angular velocity (CAV) mode and a constant linear velocity {Cmode. Equations for
generating the spiral scan in CAV and CLV modes and equatioreafoulating total scan-
ning time associated with both modes of the spiral scan aieedke The advantages and
disadvantages of spiral scan in both modes over raster seafsa explored. One obvious
advantage of CAV spiral scan over raster scan is that the ubke sfhgle-tone input signals
allows for scanning to be performed at very high speeds witkgciting the resonance of

the scanner and with relatively small control efforts. Spgcanned images are obtained



using both modes to determine the viability and the effect®ss of spiral scanning method
for fast AFM.

1.2 Thesis Outline

This thesis begins with an overview of atomic force micrggcm Chapter 2, that includes
the working principle of AFM and its various operating modés this chapter, a detail
description encompasses the construction and mechanmszadelectric tube scanner, a
major component in AFM, is also discussed. This is then vedid by an in-depth discus-
sion on the limiting factors for high-precision positiogiof the piezoelectric tube scanner,

namely, the effects of hysteresis, creep and scan-indubeation.

In Chapter 3 the first objective of the thesis is addressedcifsgaly, a two-input one-
outputH., controller is designed to utilize a capacitive sensor amharioise strain voltage
signal induced in the piezoelectric tube to provide lowgtrency and high-frequency mea-
surements of the scanner’s displacement respectively.cldsed-loop bandwidth of the
system and its tracking performance are evaluated toriditesthe effectiveness of the pro-

posed control scheme.

Chapter 4 continues to address the use of feedback controbagpin a piezoelec-
tric tube scanner. This chapter describes necessary siepisef implementation of the
PPF control scheme which include integration of a dSPACEegyshto an AFM system
and procedures for modeling the piezoelectric tube scaam#designing the PPF control
scheme. The effectiveness of the PPF control scheme isaggdlat the end of this chapter
by comparing AFM images obtained using this control schertietive one obtained using

a standard AFM controller, i.e., a well tune PI controller.

The focus of Chapter 5 is on the second objective of this thésisis using spiral

scanning method for fast AFM. This chapter begins with @ggion of equations for gen-



erating the spiral scan in CAV and CLV modes and calculatingl tanning time asso-
ciated with both modes. Additionally, spiral scan paramseteich aspiral radiusand

number of curvesare defined. Procedures for mapping sampling points on al $ajec-

tory to pixels that make up a raster-scanned image are disdu3his includes calculation
of the error introduced by these mapping procedures on thergeed AFM images. In the
Results section tracking performance of CAV and CLV spirals@tdined spiral-scanned
AFM images are presented. The AFM images are obtained ugiegaelectric tube scan-

ner in closed-loop and open-loop.

In the final chapter, concluding remarks and a note on praphgare works are pre-
sented. In Appendix, three publications from the authaaityePhD studies are attached in
order to show a more complete picture of his PhD work. Theau&s are not included in

the present thesis as they are in a different field.



Chapter 2

Atomic Force Microscopy

This chapter describes one aspect of Scanning Probe Mapp$8PM), i.e., Atomic Force
Microscopy (AFM), which has become the main subject mattéhis thesis. In order to
provide an overview of AFM, the first section briefly discusskfferent types of SPM
and their applications. Section 2.2 presents the workimgcyple of AFM that includes
descriptions of the tip-sample interaction used in AFM amal hasic components of this
microscope. In Section 2.3, various available operatingeson AFM are presented. Sec-
tion 2.4 provides an in-depth description of a piezoeledtrbe scanner which is a critical
component in AFMs. This description encompasses the agrgin and mechanics of
the scanner. Finally, Section 2.5 discusses in detail thager effects, namely hysteresis,
creep and vibration that limit the positioning precisiontloé scanner especially for high
speed AFM and long scanning range operations. This dismusé$o includes distortions

observed in AFM images as results of these effects.

2.1 Introduction

The invention of scanning tunneling microscopy (STM) [13, &y G. Binnig and his col-
leagues in 1982 has led to the development of various kinslsasfning probe microscopies
(SPMs) such as Scanning Near-field Optical Microscopy (SN{@&d], Atomic Force Mi-
croscopy (AFM) [11] and Scanning Magnetic Microscopy (SMM%]. These group of
microscopies are referred to as SPM due to the use of proliege tdevices for investi-
gation and manipulation of material surfaces down to thenaiscale. Attached to the
probe’s free end is an extremely sharp tip whose geomesitwgbe determines the lateral

resolution limit of the microscope [50]. Ideally, the tipaid be atomically sharp in order



to achieve the atomic resolution. The tip is positioned v&@oge to the sample surface
during a scan. At such a close distance, there exist somé/hagialized tip-sample inter-
action that can be used to obtain local information and SPMyies of the material surfaces.
For example, the type of tip-sample interaction used in S$he tunneling current that
flows between a conductive tip and a conductive surface; ikl Ad-the interactive forces
between a tip and a sample surface; and in SMM is the magete between a magnetic

coated tip with local magnetic field of a sample surface.

Since their invention, SPMs have become important reseastiuments in various
applications of nanoscience and nanotechnology due todhpabilities to examine sam-
ple surfaces down to the atomic scale. Example of thesecgpipins include imaging of
surface topography of Si(111)¢ 7 at atomic resolution using STM [13] and AFM [32],
measuring of magnetic forces in recording media using SM8] éhd imaging of molec-
ular topography of a deoxyribonucleic acid (DNA) helix ugilFM [76]. STM and AFM
are also used in applications that involve manipulation after at nanoscale. In [19], op-
erating under low temperature, an STM was used to positidiwigual xenon atoms on a
single-crystal nickel surface with atomic precision. ThieM\capability to position indi-

vidual atoms at the desired atomic positions was also detmated in [57, 73].

Among the family of SPMs, AFM has become the most widely usécdosacope to
produce topographic images of material surfaces at nalesgtais is mainly because it
can be used to image any material surface, unlike STM whersample is required to be
conductive and most SNOMs where the sample is required tptieatly transparent [10].
The AFM’s ability to measure the interactive forces also ledso the modification of the
AFM probe for measuring other type of forces such as maghetoe, electrostatic force
and acoustic force. These modifications have resulted in S8¢ihning electrostatic force

microscope (SEFM) and scanning force acoustic microsc8pai).



2.2 Working principle of Atomic Force Microscope

AFM was invented by G. Binnig and his colleagues in 1986 [1Bduabon their design of
STM. In line with this, AFM is also known as scanning force roscopy (SFM). AFM
is mainly used for imaging surface topography and measwsuntace forces of samples
with a very high precision. Since its invention, AFM has egegl as a standard tool in
nanotechnology research. This is because AFM can be usezhducting as well as non-
conducting sample surfaces in any environment includingvarious gases, vacuum and

fluid. Additionally, AFM can also operate at high and low tesmgtures.

The working principle of AFM is based on the use of interaetiorces between a tip
and a sample surface to sense the proximity of the tip to thpkea[10]. Generally, the
interactive forces can be attractive or repulsive dependimthe tip-sample distance. At
large tip-sample distances, the interactive forces araaitte and they turn repulsive at
small tip-sample distances. The interactive forces areposed of long and short-range
components. These interactive forces include electiostabgnetic, van-der-Waals and
chemical forces [50]. All of these forces, except for therolwl forces, have strong long-
range components that conceal the short-range componaitis ehange at atomic scale.
In order to obtain AFM images with atomic resolution, thedenange force contributions

need to be filtered out and only the short-range contribatreed to be measured [10].

The basic components of AFM, as illustrated in Fig. 2.1, udel a micro-cantilever
(probe) with a sharp tip on the free end, a laser-photodatsensor and a scanner. During
operation, a sample is placed on the scanner and the tip ofitre-cantilever is brought
very close to the sample surface at a distance of the ordefesd aanometers, or less. At
such a distance, depending on AFM operating mode, the oiteedorces change static or
dynamic properties of the micro-cantilever. The changakémmicro-cantilever are often
measured using a beam-deflection technique that utilizzses-photodetector sensor [50].

In this technique, as illustrated in Fig. 2.1, the laser bé&apointed at the rear side of the
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micro-cantilever and its reflection is sensed by the phdsmder. In order to generate an

AFM image, the sample is typically scanned in a raster patter

2.3 Operating modes in Atomic Force Microscopy

The operating modes in AFM can be classified into static amduyc modes. This clas-
sification is based on the different measurement parameasersin sensing the interactive
forces. In static mode, the interactive forces are measusieg static bending of the micro-
cantilever. Whereas, in dynamic mode, the micro-cantilevexcited to vibrate at or near
its resonance frequency and its dynamics properties whiaehge under influence of the
interactive forces are used as the measurement paramg&pend.from this difference, the

basic operation of AFM in both modes remain the same.

2.3.1 Static mode

Static mode is also known as repulsive or contact mode duetpdsition of the tip rel-
ative to the sample surface during measurement. In this ptbddip is brought into the
repulsive force region and into contact with the sampleag@f10]. At this position, the
repulsive interactive force acting on the tip causes theaviantilever to deflect. AFM
images can be generated by scanning the tip at a constai loeigr the entire area of
interest on the sample surface. During scan, the measutgifnem the photodetector will
vary according to the topographic features of the samples&imeasurements are recorded
and plotted as a function of the scanner’s lateral positiopsoduce an AFM image of the
interactive force distribution over the sample surface guisition of the AFM image in

this manner is called constant-height mode.

AFM images can also be obtained in constant-force mode. ignnlede, the repul-
sive interactive force is kept constant during scan by veyyhe input voltage applied to
the high-voltage amplifier for the-electrode in order to vary the scanner’s height. The

variation in the input voltage is achieved through a feeldaop that makes use of the
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measurement from the photodetector as a feedback signale@yirig the repulsive inter-
active force constant, the tip-sample distance is kepttaohsegardless of the change in
the sample surface. In this mode, the variation in the inpltage is proportional to the
surface topography of the sample. Consequently, by platti@gnput voltage as a function

of the scanner’s lateral position, a surface topographgemd the sample can be obtained.

In static mode, the resolution of the obtained AFM imagesngéd by the tip-sample
contact area. The diameter of the tip-sample contact arggisally in the range of 1 -
10 nm [50]. This dimension, which is larger than the atomioelisions, rules out achiev-
ing atomic resolution in AFM images when the tip is in contaith the sample surface. In
order to achieve atomic resolution in AFM images, the tipdse® be in non-contact with
the sample surface but positioned very closed within tefith manometer to the sample
surface. This is to allow the changes in the short-rangaciive force that varies at atomic
scale to be measured. However, such small tip-sample desiarvery difficult to achieve
in static mode due to mechanical instability called jumjztémtact phenomenon [10]. This
phenomenon can be explained by referring to the defleciigplatement curve as illus-
trated in Fig. 2.2. The flat portion of the curve indicatest ttiee tip is in mid-air and
not under influence of any interactive forces. But as the sarapproaches closer to the
tip, at point A, the attractive interactive force starts tdl phe tip and causes the micro-
cantilever to deflect toward the sample. At point B, upon ferpproaches toward the tip,
the gradient of the attractive interactive force becomegelathan the spring constant of the
micro-cantilever. Here, the mechanical instability oscuwthere the tip suddenly jump to
be in contact with sample surface at point C. From here on,esaimple approach further,
the tip experiences repulsive interactive force and deflaatay from the sample. This is
represented by the sloped portion of the curve. During cgtna of the sample, at point D,
the tip suddenly jump out of contact and return to free aiiragahis is because at point

D, the gradient of the attractive interactive force becomesaker than the spring constant.
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Figure 2.2 . Curves illustrating micro-cantilever deflentiorresponding to the scanner
vertical displacement during approach and retraction eftip in static mode. During
retraction, the tip is affected by an additional surfacesi@mforce from the ambient water
layer on the sample surface which caused the tip-sampleaepato occur at a longer
distance.

In general, static mode can be used easily to obtain nanotoetécrometer resolution
AFM imaging. However due to the jump-to-contact phenometiia mode is not suitable
for atomic resolution imaging. Additionally, in this modég tip exerts a relatively large
normal force and a considerable lateral force on the sam@sequently, the probe is
subject to significant wear. Hence, this mode may not alsaibalde for soft samples that

can be damaged easily, e.g., biological samples.

2.3.2 Dynamic mode

Dynamic mode is also known as attractive force imaging or-cmmact imaging mode.
During measurement, the tip is brought close but withoutiognm contact to the sam-

ple surface in order to assess the short-range attractieactive force [10]. Note that at
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such small tip-sample distance, in static mode, the tip dbale likely to come in contact
with the sample surface due to the jump-to-contact mechamistability. However, this
is avoided in dynamic mode by vibrating the micro-cantiteskits resonant frequency,
thereby increasing its stiffness. The tip-sample distaedd be further reduced in order
to achieve AFM images with atomic resolution by operatingaiyic mode in ultra-high
vacuum (UHV) condition instead of in ambient conditions. e@giing in ambient condi-
tions, the tip-sample distance must be set at a larger distemavoid the tip from being
trapped in the ambient water layer on the sample surface32hgnd [21], AFM images

with atomic resolution were obtained using dynamic modesuttHV condition.

Dynamic mode can be operated in two basic operating regimasgly amplitude-
modulation (AM) mode and frequency-modulation (FM) mode. AM mode [46], the
micro-cantilever is excited to vibrate by applying an ertgisignal with constant amplitude
and frequency to a piezoactuator located at the base of ttre+1oantilever. The frequency
of the external signal is set close to the resonance frequaribe micro-cantilever. As the
tip approaches the sample surface, a shift in the gradigiieahteractive forces causes a
shiftin the resonance frequency and hence a corresponfifbnghe oscillation amplitude
of the micro-cantilever as illustrated in Fig. 2.3. The tigpeoach is stopped once the
amplitude reaches to a specified set-point. Here, a locknjplifier [49] is used to obtain
the amplitude and phase information from the output of theqdtetector. During a scan,
the amplitude is kept constant to this set-point throughedllback loop by varying the
height of the scanner. This feedback loop keeps the tip-Eadigtance constant regardless
of the change in the sample surface. In a similar techniqdentaken in the constant-force
static mode, a surface topography image of the sample isnelotdy plotting the input
voltage applied to the high-voltage amplifier for thelectrode as a function of the scanner
lateral position. The tip can be brought much closer to thepa surface such that it
makes an intermittent contact with the sample surface dwach oscillation cycle. This

method of measurement is known as tapping mode [79]. In tboidenthe amplitude the



13

Amplitude

Wo Wo wf

Frequency

Figure 2.3 : Amplitude-frequency curve illustrating a simfthe resonant frequency of the
micro-cantilever fromw, to w, due to a shift in the gradient of the interactive forces. In
AM mode, the micro-cantilever is driven at a fixed frequengyand the change in the
resonant frequenciF resulted in a change in the oscillating amplitut® In FM mode,
the oscillating amplitude remain unchanged as the micriieaer is always driven at its

resonant frequency.

micro-cantilever is also affected by the repulsive intévacforce acting on the tip during

the intermittent contacts.

In FM mode [1, 32], the micro-cantilever is always excitedsiorate at its resonance
frequency. This is achieved by amplifying and phase-stufthe micro-cantilever oscilla-
tion signal (from the photodetector) by 90 degrees befareusto drive the piezoactuator.
In doing so, a shift in the resonance frequency does not ehtlregyoscillation amplitude
as the micro-cantilever is always vibrating at that frequer his is illustrated in Fig. 2.3.
However, the oscillation amplitude can still vary due to th#Buence of the interactive
forces on the micro-cantilever. In order to fix the oscibatamplitude, an additional feed-

back loop is used to maintain it at a constant preset valueMmode, the change in the
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resonance frequency are measured using a frequency deatarddl] and used as a set-

point signal for keeping the tip-sample distance constaring surface topography scan.

A major advantage of FM mode over the AM mode is that the chamgiee gradient
of the interactive forces can be detected almost instaotestein FM mode. The change
in the resonance frequency settles on a timescalg @i~ f_10 wheref, is the resonance
frequency of the micro-cantilever. However, the changé@&amplitude in AM mode does
not occur instantaneously with the change in the gradieth@finteractive forces. The
change in the oscillation amplitude settles on a timesdaig @ ~ ZfLO? where Q is quality
factor of the micro-cantilever. The value of Q for a microghsmed micro-cantilever is
typically a few hundred when operated in air and can reachlfads of thousands when

operated in vacuum [10].

2.4 Piezoelectric Tube Scanner

The use of the piezoelectric tube as a 3D scanner was firsbpeddn Ref. [14] to replace
the use of tripod scanner in STM. The piezoelectric tube rseawas found to provide a
faster response and a better positioning precision in casgato the tripod scanner owing
to its simpler and smaller construction. The piezoeledtrie scanner typically consists
of a cylindrical tube made of radially poled piezoelectriaterial fixed at one end and free
at the other. The piezoelectric tube is plated with a layeele€ttrode on the inner and
outer surfaces of the tube. As shown in Fig. 2.4, the innestede is continuous and
grounded, and the outer layer electrode is segmented int@fpual sized electrode sectors
of 90 degrees referred individually as<,—x,+y, and—y electrodes. However, the top part
of the external electrode is not segmented. It is left asauiferential electrode referred
as+zelectrode. An aluminum or a stainless steel cube is fixededdp of the tube to
serve as a sample holder and also to provide capacitiversetetcsurfaces so that the tube

deflection can be measured accurately in the case of a clospd&canner.
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Figure 2.4 : (a) Front view and (b) Bottom view drawing of thezmelectric tube scanner
featuring the labels for each electrodes. (Both drawingsatéo scale and the thickness
of the electrodes is exaggerated.)
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The motions of the scanner in thxeaxis andy axis are each controlled by a pair of
external electrodes;x,—x and+y, —y electrode pair respectively, that are driven by volt-
age signals of the equal magnitude but with opposite signenitese voltage signals are
applied to the electrode pairs, the piezoelectric matemalerneath those electrodes will
expand or contract radially depending on the polarity ofdpelied voltage signal with
respect to the polling direction of the piezoelectric mateif the polarity of the voltage
signal coincides with the polling direction, the piezoélecmaterial will expand in the
radial direction and causes the tube to reduce in lengthelpblarity of the voltage signal
is opposite to the polling direction, the piezoelectric emet will contracts in the radial
direction and causes the tube to increase in length. As dppadtage signals are always
applied to each electrode pair, the length of the tube on migeds the electrode pair will
reduce, while the length on the opposite side will incredses leads to a bend in the tube
which produces a lateral deflection of the tube’s free entiéxtor y axis. The motion of
the scanner in theaxis is produced by applying a voltage signal to f#feelectrode. Ap-
plying a positive or a negative voltage signal to theelectrode will respectively increase

or decrease the tube length.

In AFM, the piezoelectric tube scanner is scanned in a rgsttern as illustrated in
Fig. 2.5 (c). A raster scan is normally performed by moving piiezoelectric tube along
the x axis (fast-axis) in forward and reversed directions (linarg, and then moving the
piezoelectric tube along theaxis (slow-axis) in a small step to reach the next line scan.
This movement is attained by applying a triangular waveaigmthex axis and a slowly
increasing staircase signal to thexis of the scanner as illustrated in Fig. 2.5 (a) and (b)
respectively. During the forward pass of the line scan, thitase topographic information
gathered by the probe is typically stored for image prooesghl]. An AFM image is
normally comprised of 25& 256 data points. These data points are attained by perfgrmin
256 line scans and in each forward pass of the line scan, 2&6pdants are taken at an

equal spacing.
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Figure 2.5 : lllustration of (a) staircase and (b) triangwave signals applied to theaxis
andx axis respectively to obtain (c) a raster pattern with 5 x & getints.

2.5 Limiting factors for high-precision positioning

As mentioned previously, AFM images of sample surface toguolgy are typically gen-
erated by plotting the input voltage to the high-voltage Hiiep for the z-electrode as a
function of the scanner’s lateral positions. In AFM imagitige scanner’s lateral positions
are determined from the reference signals toxtla@dy axes instead of the scanner’s true
displacements. Hence, the accuracy of the scanner in tigutkese reference signals is
crucial for generating accurate AFM images. However, thatmming precision of piezo-
electric tube scanner is limited by hysteresis, creep, améton [16]. These issues are

further elaborated in the following sections.

2.5.1 Hysteresis

Piezoelectric materials are ferroelectric materials amndHis reason they exhibit hysteretic

behavior when driven by a voltage source [56]. The effechefttysteresis increases as the
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amplitude or the frequency of the applied voltage signalgases [2, 6]. In piezoelectric
tube scanner, the hysteresis becomes the main source flimewndistortions. When a
triangular wave signal is applied to a piezoelectric tutanser, the resulting displacement
can deviate from linear by as much as 15 % between the forwalthackward movements
due to the presence of hysteresis [50]. In order to mininfiedffect, it is a common prac-
tice to limit the scan range to a small percentage of the sF&nmaximum scan range.
Although this method allows the scanner to operates wittsilimear range, it severely
limits the scanner’s ability to be used for long-range sc&@lier AFMs compensate for
hysteresis effect by perturbing the input triangular sigoachieve an acceptable trajec-
tory, thus minimizing the effect of this particular form obmlinearity [50]. Modeling a
piezoelectric actuator as a linear dynamic system casocadbd static nonlinearity and
then compensating for the nonlinearity through inversgoariother approach that has been
researched [6, 31,41]. However, we are not aware if it has be®rporated into an exist-

ing AFM.

Fig. 2.6 (a) illustrates a 18m displacement in theaxis of a piezoelectric tube scanner
when driven by a 5 Hz triangular wave voltage signal in op@pldt should be noted that
the 13um displacement is about 10 % of the scanner maximum scan.rarfgefigure
illustrates, the scanner’s displacement deviations fioear due to the effect of hysteresis.
In Fig. 2.6 (b), the scanner’s displacement is plotted ajahme reference signal to form
a hysteresis curve. The hysteresis level can be quantifeed fhis curve by taking the
maximum verticle divergence between the foward and revarsee as a percentage of the
scanner’s displacement. In this case, the hysteresis i# 8 %. Fig. 2.6 (c) illustrates
an AFM image of a calibration grating surface topography thatures arrays of cubes
obtained using the same scanner at 5 Hz scan frequency. heabserved from this
image that the presence of nolinearity in thexis scan has caused the features of the

calibration grating along theaxis to appear curved.
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wave input signal (dashed line). (b) Hysteresis curvetithisg the relationship between
the scanner’s displacement and the reference input sifg)alhe resulting surface topog-

raphy image of a calibration grating obtained using the spiemoelectric tube scanner.
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2.5.2 Creep

The positioning precision of the piezoelectric tube scasmman also be significantly af-
fected by creep, especially when positioning is requiredr @xtended periods of time
[16, 23]. In piezoelectric tube scanners, when the applathge signal goes through an
abrupt change such as a step change, the scanner expetigaocgages of dimensional
change. In the first stage, the scanner undergoes an ingant dimensional change
within less than a millisecond. In the second stage, afteriput voltage change has
completed, the scanner continues to undergo a relativedylsnadimensional change in the
same direction but at a much longer time scale. This slow dgie@al change behavior in
the second stage is known as creep [55]. In AFM imaging, eslbeduring slow operation

of atomic force microscopes, the effects of creep can r@sslignificant distortions in the

generated image [62]. Creep exacerbates the effect of bgseat the turning point of the
scanning trajectory, and it has an adverse effect on thecakpositioning of the sample.
While a number of methods have been proposed to deal with lileisggnenon [16, 35, 66],
the most widely used approach in earlier AFMs has been tovaldficient time for the

effect of creep to disappear after each abrupt change ofpiblesd voltage signal or by al-

ways performing fast scans. However, these methods ardweyspractical and possible.

Figs. 2.7 (a)-(d) illustrate the effect of creep on AFM imagé a calibration grating

generated successively. These images were generated ar &@h frequency and 256

x 256 image resolution. Before these images were generatedscinner was applied
with a voltage step corresponding tqun displacement in each axis to offset the scanner
to (-4 um,-4 um). Fig. 2.7 (a) shows that due to creep, the features of thieraton
grating were imaged at uneven magnifications. This imagertisn occurred because
during scanning, although the reference signals havetdaethe scanner to move in a
raster pattern, the scanner continued moving in the doect the applied voltage step. As

a result of this, certain areas of the grating were scanned than once and consequently

causing that part of the calibration grating to appear larggs. 2.7 (b)-(d) show that the
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Figure 2.7 : Successive AFM images of a calibration grataigeh after the scanner was
applied with a step voltage to offset each axis of the scabyetr um. The images was
scanned horizontally with the image origin at bottom-léfeach image.
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image distortion decreased as the effect of creep dimidistith time. After about 10
minutes, Fig. 2.7 (d) illustrates the features of the catibn grating were imaged at an

approximately equal magnification.

2.5.3 Vibrations

The main source of vibrations in a piezoelectric tube scaisrsean-induced vibrations due
to excitation of its lightly damped first resonant mode byhgigharmonics of the triangular
wave signal. In an AFM, in order to perform a high-speed sadrigh frequency triangular
wave signal needs to be used. A triangular wave signal amtdi odd harmonics of the
fundamental frequency. The amplitudes of these harmogitats attenuate ar%; with n
being the harmonic number [37]. If a fast triangular wavefas applied to the scanner, it
will inevitably excite the mechanical resonance of the seanConsequently, this causes
the scanner to vibrate and trace a distorted triangular fwavewhich can significantly
distort the generated AFM image. To avoid this complicattbe scan frequency of AFMs
is often limited to about 10 to 100 times lower than the scasfiest resonance frequency
[16]. During fast scans, a widely used approach to deal viib issue is to shape the
tracking signal such that it does not excite the tube’s rasoa [16,42]. A downside of this
approach is that the tube is still mechanically very liglthmped, and thus susceptible to

external disturbances and noise.

Fig. 2.8 (a) illustrates the effect of the scan-inducedatilbns on a scanner’s displace-
ment when driven by 10 Hz triangular wave signals. This figgliews that instead of
following a perfect triangle, the scanner traced a distbtteangular waveform. The dis-
tortion in the scanner’s displacement was due the exaitatigdhe scanner’s first resonant
mode which is at about 580 Hz by the higher harmonics of tlengular wave signal.
Figs. 2.8 (c) illustrates an AFM image of a calibration grgtgenerated at 10 Hz scan fre-
guency. This figure shows that the distortion in the scasrk#splacement has resulted in a

ripple-like artifact in the AFM image. Figs. 2.8 (b) and (tyistrate that the distortions due
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Figure 2.8 : The effect of scan-induced vibration on piezoiic tube scanner. Scanner’s
displacements (solid line) when driven by (a) 10 Hz and (bH3ariangular wave signals

(dashed line). AFM images of a calibration grating genefratescan frequency of (c) 10 Hz
and (d) 30 Hz.
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to the effect of the scan-induced vibration exacerbatedwitwe frequency of the triangular
wave signal was increased to 30 Hz. This is because at a tsgharfrequency, the ampli-
tude of the harmonics which excite the scanner’s first resomade are larger. It should
be noted that the scanner’s displacements and the AFM instg®en in Figs. 2.8 (a) -
(d) were generated using a scanner driven by a charge s@c26] instead of a voltage
source. The use of a charge source explains the reductibe igffiect of hysteresis seen in
Figs. 2.8 (a) and (c). A more detailed discussion on the usdaifge source to reduce the

effect of hysteresis in piezoelectric tube scanner will lEspnted in subsequent chapters.

2.6 Summary

In this chapter the working principle of AFM and its variousepating modes were pre-
sented. This was subsequently followed by an in depth degmmiof an important compo-
nent in AFMs, i.e., the piezoelectric tube scanner. Thas,dhapter continued to discuss
in detail the effects of hysteresis, creep and scan-induitedtion on the positioning preci-
sion of the piezoelectric tube scanner. It was pointed aitdh a result of these effects, the
scanner’s positioning precision deteriorates when thersras used for high speed AFM
and long scanning range operations. In the following chraptee will focus on the use of
feedback control approaches to increase the scannersopasg precision in high-speed
AFM. Feedback controllers will be designed to achieve higeed-loop bandwidth as well

as to compensate the effects of hysteresis, creep andrstaced vibration.
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Chapter 3

Feedback Control of a Piezoelectric Tube Scanner using
Complementary Sensors

This chapter describes the use of a feedback control apgptoaachieve high-speed and
high-precision positioning in a piezoelectric tube scarimecompensating the effects of
hysteresis, creep and scan-induced vibration. In thistehawe design a feedback con-
troller for the fast-axisX axis) of a scanner. The feedback controller is designedilinaut
capacitive sensor and low-noise strain voltage signaldadun the scanner’s free electrode
to provide low-frequency and high-frequency measuremeitse scanner’s displacement
respectively. The capacitive sensor’s bandwidth is kepioorder to reduce the capacitive
sensor noise that is detrimental for applications whicluiregsubnanometer positioning ac-
curacy such as atomic resolution AFM imaging. The use ofrstraltage signal allows the
closed-loop bandwidth to be increased greater than thewbdtidof the capacitive sensor
to achieve high-speed scans. In the first section of thistehag review of existing feed-
back and feedforward control techniques, and the motindto this work are presented.
Section 3.2 provides a description of the experimentajsdilodeling and identification of
the system transfer functions are presented in SectiorChtrol schemes are devised in
Section 3.4. In Section 3.5, simulation and experimentllte are presented to illustrate

the effectiveness of the proposed control schemes.

3.1 Introduction

There has been a consistent effort in recent years to im@omgracy and speed of piezo-
electric tube scanners using feedback control technigOe® of the earliest attempts to

control a piezoelectric tube actuator is reported in [73}ere a non-contacting inductive
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sensor was used to measure the lateral displacement of.a adpéead andH., controllers
were designed and implemented on the tube, and the fegsibiilreducing the adverse
effects of creep and hysteresis were demonstrated. Theraudlso reported that thé.,
controller achieved damping of high-frequency vibratiofitie use of loop shaping pro-
cedure to design a feedback controller for a piezoeleaibe factuator instrumented with
optical displacement sensors to track a raster pattern e&gited in [17]. Their results
show reductions in tracking error and cross coupling dud¢ouse of feedback control.
In [39], a proportional-plus-derivativéPD) high-gain feedback controller and a feedfor-
ward input were used to compensate for creep, hysteresiyjilration effects in an AFM
piezoactuator system. The high-gain feedback controles first used to linearize the
piezoactuator by compensating for the creep and hysterBisen, the linearized piezoac-
tuator was modeled to determine the feedforward input towatcfor the vibration effects.
Their results indicated that, the use of feedforward inpdiuces the tracking error more
as compared to using only feedback control. Examples of ailnecessful applications of
feedback include [20, 40, 65,67, 78]. A comprehensive wewéthe field can be found
in [18].

The key idea associated with feedback-based methods isnip tlze first resonant
mode of the piezoelectric tube actuator. This “flatteninfjthe frequency response of the
scanner will allow tracking of a faster triangular wavefoand consequently a faster scan.
Furthermore, to achieve accurate positioning at high feegies and minimize the adverse
effect of hysteresis, the feedback gain is often chosen tudie There is a limit on how
high the feedback gain can be made before the closed-lotgnsys made unstable, since
the existence of sharp resonant peaks in the frequencynssmd the actuator typically
results in a very low gain margin [5]. Using notch filters iretfeedback loop has been

shown to result in an improvement in the achievable gain m4&3].

The use of high-gain feedback for accurate tracking is regizeed due to the hysteretic
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nature of the piezoelectric actuator. If the actuator igadriby a charge source, the hys-
teresis is significantly reduced, resulting in an almostdinactuator, a fact that has been
known since early 1980s [15, 56]. However, until very retyent has been rarely used
due to the difficulties associated with driving highly cajpge loads with commercially
available charge or current amplifiers. Recently, in [2428677] a new construction for
charge and current sources capable of regulating the DAeaffthe actuator have been
proposed. A similar charge source is used here to actuatetetye piezoelectric tube

scanner.

Inversion-based feedforward method has also been applipetzoelectric tube actu-
ators. An attractive feature of feedforward control schesnthat this method does not
require any additional sensors for implementation. Mdzbded inversion approach was
used in [16] to compensate for positioning distortions edusy creep, hysteresis, and in-
duced vibrations. A low-order feedforward controller wasgented in [69] to suppress the
lateral oscillation of a piezoelectric tube scanner. Theelferward controller was designed
usingH. method such that the system is not excited at frequenciemdrhe first reso-
nance of the piezoelectric tube scanner. The performanfeedforward control schemes
heavily relies on an accurate model of the system [16, 69]. lhoimg feedback and feed-
forward compensation has been shown to result in satisfatrimcking in a piezoelectric

tube scanner in presence of parameter uncertainties indherpodel [3, 8, 9].

In applications where ultrahigh-precision positioningiisecessity, e.g., in AFM, the
performance of feedback control scheme is severely linbiethe noise properties of the
displacement sensor. To appreciate this, consider a daplant sensor that has an RMS
noise of 20 pmy/Hz - most capacitive and inductive displacement sensorsuiject to
this level of noise. If the sensor is operated over a bandwatitsay 10 kHz, its RMS noise
will be 2 nm, which makes it impossible to achieve subnanempobsitioning accuracy.

However, if the very same sensor is operated over a bandwfdtBO Hz, the noise level
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is reduced to 2, about the radius of an atom. Limiting the bandwidth to 1 Wnuld
further reduce this noise level to 02 Thus, the positioning accuracy achievable by a
feedback controller can be significantly improved. Howegtrgs would also limit the oper-
ating bandwidth of the feedback controller, resulting imva&ow closed-loop operation of
the system. Such a severe closed-loop bandwidth limitatimmd come at the additional

cost of making the closed-loop system sensitive to vibnatimise and other disturbances.

The contribution of this chapter is the utilization of thepoelectric voltage induced
in one of the two electrodes as an additional displacemergase Although this signal
cannot be used to measure static deflections of the tubet &ad a poor low-frequency
response, it can function as an excellent high-frequengylatement sensor, with a noise
level of at least three orders of magnitude less than a dagasensor. Thus, for all prac-
tical purposes, this sensor can be viewed to be almost freeisé. A controller can be
designed to achieve satisfactory tracking using these tomplementary” sensors. Here,
a two-input one-outputl,, controller is designed to use the capacitive sensor measumts
at low frequencies (below 100 Hz), and at DC, and the pieztrédestrain signal at higher
frequencies. For roughly the same noise level, the coetralthieves a closed-loop band-
width more than three times that obtained from a controltéiziing the capacitive sensor

measurement alone.

3.2 System Description

The piezoelectric tube used in this work is a cylindricalduhade of piezoelectric material
plated with a layer of electrode on the inner and outer sadaaf the tube. The inner
electrode is continuous and grounded. The outer layerretetis segmented into four
equal sized electrodes and referred individuallytas —x, +y and —y electrodes. The
physical dimensions of the tube are given in Fig. 3.1. Theq@éectric tube is housed in
a circular aluminum enclosure to protect it from externatwlibbances and acoustic noise.

A hollowed aluminum cube is glued to the top of the tube to s@w a sample holder and
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Figure 3.1 : Piezoelectric tube dimensions in millimeterg¢a) Isometric-view and
(b) Bottom-view (dimensions are not to the scale and the ti@sk of the electrode is
exaggerated).

also to provide the capacitive sensors (ADE Technologi€gip8at surfaces so that the
tip deflection can be measured accurately. The capacitiveosg are fixed at right angles
to the cube surface in theaxis andy axis by using nylon screws as shown in Fig. 3.2.
The capacitive sensors have a sensitivity ofd0/V over a range of-100 um. The RMS
noise density of the capacitive sensors were measured jng®@ 17.5 pmy/Hz. Each of
the capacitive sensors is driven by an ADE Technologies 4tfing system that comes
with multiple bandwidth settings. By operating the sens@r@abandwidth of 100 Hz, the

RMS noise or the resolution of the capacitive sensor is setlitEonm.

In most nanoscale positioning applications, including imsimrAFMs, the tube motion
is produced by applying equal and opposite sign input sgtwalhe electrodes opposite to
each other. However, in this work only thex electrode is used to produce the forward and

reverse motions of the tube in thleaxis. This is achieved by applying a triangular wave



Figure 3.2 : The piezoelectric tube is housed in a circulamahum enclosure.
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signal to this electrode. The opposite electredeis used as a secondary sensor to mea-
sure the tip deflection. Note that this arrangement redineesdan range of the tube to half.
However, it results in a substantially higher positioniguwacy, as articulated shortly. If

needed, a larger scan range can be obtained by utilizingeedtiutiifferent dimensions.

When the tube deflects, the piezoelectric strain voltagedadun the—x electrode is
found to be proportional to the tip deflection over a certaggfiency range. The transfer
function from the strain voltage to the output of an instratagion amplifier resembles a
first-order high-pass filter, [53]. This is due to the capeeinhature of the piezoelectric
tube. The high-pass filter can be expressed as,

Ghp(s) = >

3.1)
T (
S+ m

whereRj, is the input impedance of the voltage measuring instrumeCg is the capac-

itance of the piezoelectric tube.

The RMS noise density of the piezoelectric strain voltage maasured in [29, 30]
to be 16 fmi/Hz, about a thousand times less than that of the capacitiv@seSuch an
extremely low-noise level will only cause a few picometefRMS noise over a bandwidth
of tens of kHz. By this measure, this should be the preferrgplaicement sensor. However,
due to its high-pass nature, as articulated above, accpoaigoning at low frequencies
using this sensor alone is impossible. At low frequenciesratihe strain signal cannot
be used, the displacement measurement obtained from tlaeitie@ sensor can be used
directly. The complementary nature of the two measurenadiaws for the bandwidth of
the capacitive sensor to be made very low, thus reducingueeat effect of noise on the

controlled position of the scanner to an absolute minimum.

The schematics of the proposed feedback control schemiéusteaited in Fig. 3.3. The
+x electrode is being driven by a home-made charge source@Pat renders the plant

linear, hence reducing the adverse effect of hysteresis.clilbrge amplifier has a constant
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Figure 3.3 : Schematics of the proposed feedback contradisys

gain of 68 nC/volt. The two-input-one-output controller esgyned to take advantage of the
complementary nature of the two measurement signals. IDefahe design are explained
in Section 3.4. A dSPACE DS1103 controller board equippedh aitl 6-bit analog-to-
digital converter (ADC)/digital-to-analog converter (DACards was used for real-time
controller implementation. A sampling frequency of 15 kidaised to avoid aliasing. In
order to reduce the quantization noise, a low-noise preéierpvith a gain of 10 is used to
amplify the capacitive sensor output so that it occupieduli@ange of the ADC card for

arange of-10 um.

3.3 System ldentification

This section discusses and details the modeling procedmaertaken in this work. The
following frequency response functions (FRFs) were deteechiusing a dual channel
HP35670A spectrum analyzer,

vy (1)

(0 (3.2)

GVxe (I 0)) =
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Figure 3.4 : One-loop-frequency respongBg,, (iw) (dash-dots)Ge,, (iw) (dash), and
the identified modeGy,y, (S) (solid).

and
Cx (iw)
Uy (1)

Ge,uy (W) = (3.3)

whereuy is the input voltage to the charge amplifigg,is the induced piezoelectric strain
voltage andcy is the output voltage of the capacitive sensor. The suldscdenotes that
the actuation and measurements were performed alongakis. A band-limited random
noise signal (1 Hz to 1600 Hz) was generated using the specnalyzer and applied
to the charge amplifier as the input. The corresponding outputg andcy were also
recorded using the same device. The input-output data veaggsed to generate the FRFs

of (3.2) and (3.3) in a non-parametric form as illustrateéim 3.4.

It can be seen from Fig. 3.4 th&,,, (iw) includes a high-pass filter with cutoff fre-
guency of about 9 Hz. The high-pass filter results in a phead-hnd heavy attenuation of

the strain voltage signal at low frequencies. Thus, tharstraltage cannot be used as a
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reliable tip deflection measurement at low frequencies.ekibeless from about 20 Hz and
onwards, the strain voltage provides an excellent sigraldan be used to estimate the tip
deflection and also the dynamics of the piezoelectric tulsefohGe,, (iw), its frequency
response includes a low-pass filter with cutoff frequenc{@® Hz. Thus, the capacitive
sensor can be used to measure the tip deflection below 70 Hzastiteptable accuracy.
After this frequencyGe,y, (i) starts to roll off considerably. These two measurements
complement each other since the former is accurate at hegjuéncies, including at the
resonance and the latter is reliable at low frequenciefjdimoy at DC. Note that a scaling
factor ofK; = 0.2 has been incorporated into t@g,,, (iw) to adjust the sensitivity of the
signal obtained from-x electrode and make it identical to that of the capacitivessen

signal.

In this work, instead of fitting separate transfer functitm&,, ,, (iw) andGe,y, (iw),
a new FRF was formed by using the low-frequency range (1 Hz 85 ®f theGg,, (iw)
data and the high frequency range (51 Hz to 1600 Hz) ofGhg, (iw) data. The new
FRF corresponds to the deflection of the tjR,that is not affected by artifacts such as
the high-pass property of the strain signal, or the low-gasperty of capacitor sensor
measurement. A second order model was fitted to the new FRF @h&identification
algorithm used for this purpose was the frequency-domadissace-based system identifi-
cation approach described in [47] and [48]. The followingdalowas found to be a good
fit as illustrated in Fig. 3.4,

—0.06s% — 3428s+2.654x 10°

s +49.47s+2.895x 107 (34)

GYxe (S) =

The high-pass and the low-pass filter characteristics spording toGy,, (iw) and

Ge,u, (iw) respectively are fitted with the following models

Gio () = 3.948x 10°
P\ = 2188865+ 3.948% 10P

(3.5)
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and
S

3.4 Controller Design

This section discusses and details thecontrol design schemes proposed in this chapter.

The key objectives of the design are as follows:

1) To achieve good damping ratio for the first resonant modéepiezoelectric tube

scanner,

2) To achieve higher tracking bandwidth using the low-baiddwcapacitive sensor and
the piezoelectric strain voltage signal as the primary awbisdary displacement

measurements respectively,

3) To minimize the effect of low-frequency vibrations on thee’s deflection.

For the sake of comparison, a second controller using oelynasurements obtained from
the capacitive sensor is also designed to achieve the aleowEmed objectives as much as

possible.

3.4.1 Two-sensor-base#l, controller

The proposed control diagram is illustrated in Fig. 3.5 wehartwo-degree-of-freedom
(DOF) controller scheme is to be synthesized. The contratgire consists of the feed-
forward controller,K:q (S) and the feedback controllek§, (s) andKc(s). The feedback

controllers are first designed. Fig. 3.6 illustrates thelfeek control block diagram with
incorporated weighting functions. The problem can be castthe standardi., controller

design framework as shown in Fig. 3.7. The exogenous inpibvés defined as

r
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and the exogenous output as

V)
wherer is the reference signal to be trackeklyepresents low-frequency vibrations mod-
eled as an input disturbance, andepresents the sensor noise. Furthermaogds the

control signal and is the measured output. From Fig. 3.6 it is clear that

71 =Wy (r - GYxe (UX+V\43pdi)) )

and
2o —Whuy.

The control signal is, andv is the vector of measured outputs

Vi
V= )
V2
where
and

To achieve satisfactory vibration reduction at low frequies, a disturbanced; has
been introduced at the input of the plant and the controfieioiced to minimizeTy, 4,
the transfer function from the input disturbangdeto the actual scanner output. The
weighting functiorW,, is tuned to the resonance frequency of the tube that is Idaate
the vicinity of 850 Hz, as shown in Fig. 3.4 and is chosen as,

B 1793
T £1179%+2.893x 107

Whp () (3.7)
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Figure 3.5 : 2-DOF control block diagram.

The capacitive sensor is noisy at high frequencies and gmoplectric stain voltage
signal is distorted at low frequencies. The controller isigieed to utilize the capacitive
sensor for tracking low-frequency signals, and the straltage for tracking signals that
contain higher frequency components. This is achieved tgdacing the two weighting

functions\W,, andW,, as shown in Fig. 3.6, as

1.262x 108
W (8) = (s> +1959s+1.124x 10%)(s? + 81135+ 1.124x 10%) (3:8)
and
Wihp(S) = o (3:9)
P = @ 115715+ 1.579% 106 '

FurthermoreY\, = 0.1 is used to impose a constraint on the control signal. Thsasoid

excessively large control signals that could saturate ¢heaor.

The weighting functioW\; is incorporated to enforce good tracking performance. The
inverse of this transfer function can be considered as thieatbsensitivity transfer function
Ter, the transfer function from reference sigmaio the tracking erroe=r —yy. W is

chosen as
~ 0.3165+ 1257

W
L (3) st 1.257

(3.10)
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Figure 3.6 : Feedback control block diagram with weightingdtions.
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A

K(s)

Figure 3.7 : General feedback control configuration.

Fig. 3.8 (a) illustrates the main weighting functions. Taenne the effectiveness of the
controller, the achieved sensitivity functi®{s) is plotted against the desired sensitivity
functionWlfl(s) in Fig. 3.8 (b). The figure illustrates that both of the acband the
desired sensitivity functions match closely except at lirgquencies, particularly beyond
1 kHz. This indicates that the synthesized two-input ongxattH., controller performs as

intended.

Fig. 3.9 plots the frequency responses of the feedbackaters K (s) andKy (s). It
can be observed that the two controllers conform to the desiguirements. In particular,
Kc(s) is a high-gain controller at low frequencies within the baitth afforded by the
capacitive sensor. On the other hakg(s) maintains a low gain within the bandwidth
of the capacitive sensor, but applies a high gain beyond 20THis “frequency sharing”
enables the two controllers to maintain satisfactory tiregkf the reference signal over the

bandwidth of interest.

The final stage of the controller synthesis involves desigtie feedforward controller

Ktq (S) to shape the reference signal based on the achieved clospdréquency response,
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Figure 3.8 : (a) Weighting functions. (b) Sensitivity fuioets: desired (solid), achieved
two-sensor (dash) and achieved single-sensor (dash-dot).
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Figure 3.9 : Frequency response of the designed contrligs (solid), Ky (s) (dash) and
K¢ (s) (dash-dot).
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Figure 3.10 : Procedure to obtain shaped refereftge

Ty,r (). The feedforward controller should be chosen such that:
Kta () = Tyt (9). (3.11)

Since the reference signaj(t) is known and the frequenciy,, (jw) can be measured in
advance, the shaped reference sigrigl can be obtained off-line, as shown in Fig. 3.10.
This inversion is generally done over the frequency rangafoch a satisfactory model of

the closed-loop system is available, in this case up to 1600 H
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Figure 3.11 : 2-DOF control block diagram for the one-setimmedH. controller.

3.4.2 One-sensor-baseH., controller

The purpose of this section is to demonstrate the immedetefti of using the strain volt-
age sensor in addition to the low-bandwidth capacitive@eise controller designed here
utilizes only the low-bandwidth capacitive sensor to abthie tip displacement measure-
ment for feedback. To make a fair comparison with the tweseeiased., controller, a
2-DOF controller, with a structure depicted in Fig. 3.11 sveesigned and implemented.
Similar weighting functions (3.7)-(3.10) were used in $ygtizing theH,, controller; (S).

The feedback control block diagram with the weighting fumas is illustrated in Fig. 3.12.

A feedforward controlleKq (S) was also designed and implemented in a similar manner

as detailed in the previous section.

The achieved sensitivity functids(s) for this control scheme is shown in Fig. 3.8(b). It
can be observed th&(s) does not match the desired sensitivity functp (s). Thisis a
clear indication that a controller designed with one seakmre is not capable of satisfying
the design goals articulated before. Fig. 3.9 plots theuegy response of the feedback
controllerK (s). This is rather similar td<. (s) with the clear exception that it includes a

notch filter at the first resonance frequency of the tube.
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Figure 3.12 : Feedback control block diagram with weighfungctions for the one-sensor-

basedH. controller.
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3.5 Results

This section presents experimental results obtained fr@mwo control schemes proposed
in this chapter. In order to measure the true deflecfiom capacitive sensor with a band-
width of 10 kHz was used in all tests. The sensor’s signal vessed through a second
order Butterworth low-pass filter with a cut-off frequency 10 Hz. This latter signal
was made available to the feedback controllégés) andK, (s). Note that this low-pass
filter is implemented simultaneously with the feedback oaltérs using the same real-time
rapid prototyping system. Therefore, it should be considexs an integral part df(s)
andK¢ (s). Inclusion of a low-pass filter in this arrangement is notrefyt necessary since
Kc(s) andKc (s) are designed to operate at low bandwidths. This filter isripaxated in the
design to emphasize the fact that this methodology worksefvea with a low-bandwidth

(and thus inexpensive) displacement sensor.

3.5.1 Hysteresis reduction

The presence of hysteresis in the prototype scanner wastigated by applying a 5 Hz
sinusoidal signal to the piezoelectric tube and measutmgaflection in open loop. A
single-tone low-frequency signal was chosen here in oewbid excitation of the first
resonant mode of the tube. Also, this ensures that only thenear component of the de-
flection is captured since at such a low frequency the lingaanchics of the tube resembles

a simple gain with hardly any phase shift.

The tube was made to deflect a large distane®.0 um) so that the presence of hys-
teresis could be clearly observed. The effects of hystemsre evaluated when the tube
was driven by: 1) a voltage amplifier and 2) a charge amplifter. each case the corre-
sponding input signal and the tip deflection were recordegk.B.13 (a) and (b) illustrate
the plots of tip deflection versus input signal for voltage aharge, respectively. A clear
reduction of hysteresis can be observed when the tube isrdhy the charge amplifier.

In order to quantify the improvement, the presence of hgsierwas measured in terms of
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Figure 3.13 : Hysteresis plot of open-loop 5 Hz scan usingd#tage amplifier and (b)
charge amplifier.
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Table 3.1 : Numerical quantification of hysteresis

Configurations| Max. output Max. input

hysteresis hysteresis

Voltage amp. | 434.0 nm (7.2%)| 8.5 volt (7.3%)
Charge amp. | 23.2 nm (0.4%) | 9.20 nC (0.4%)

the maximum (input and output) percentage deflection frotnaaght line. The results are
tabulated in Table 3.1 and clearly demonstrate the immedianefit of driving the tube
with a charge amplifier. Although the hysteresis is not redum an absolute zero, it is

made so small that the actuator can effectively be congidetimear device.

3.5.2 Closed-loop frequency response

The performance of the feedback two sensor-based comtvedie first evaluated by mea-
suring the closed-loop frequency responses of the scasiey the spectrum analyzer. In
Fig. 3.14, the closed-loop frequency respondgs (iw) andT, 4 (iw) are plotted along
with the open-loop frequency respon§,., (iw). By inspecting the frequency response
of Ty, (iw) we conclude that the closed-loop system has a bandwidth®Hx1l Also,

a damping of 20 dB at the first resonant mode is evident fronfréguency response of
T4 (iw). Note that, the frequency response also shows that, thed:losp system is
insensitive to low-frequency input disturbances. Henbe,dlosed-loop system will per-
form in a satisfactory manner in presence of low-frequenbyations, and disturbances.

Overall, the two-sensor-based controller satisfies alpgréormance criteria.

3.5.3 Time response

The ultimate purpose of theaxis feedback control loop is to allow for satisfactory kiag
of a fast triangular wave trajectory. This is necessaryefdlstuator is to be used for fast

AFM. First column of Fig. 3.15 plots the open-loop time respes of the scanner due to 5,
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Figure 3.14 : Experimentally obtained frequency respon$és, (ic) (solid), Ty, 4 (iw)
(dash) andsy,,, (iw) (dash-dots).

20 and 40 Hz triangular input signals. It can be observedab#te frequency of the input
signal increases, the extent to which the scanner’s mogonrines affected by the induced
vibrations also increases. Particularly at 40 Hz the sagn®tion is badly affected by
amplification of the 14" harmonic (840 Hz) of the triangular signal which is closette t

first resonance frequency of the piezoelectric tube (abd0t-&).

The right hand column of Fig. 3.15 (Figs. 3.15 (d), (e) andl ¢dmpares the closed
loop response of the scanner under the two-sensor-bdseambntroller with the desired
trajectory. It can be observed that the controller sucaigstamps the induced vibrations
and provides excellent tracking performance, particularlow frequencies. The damping
of 20 dB at the first resonant mode of the scanner is sufficeatbid the amplification
of the harmonics near the first resonance frequency. Notehbacontroller’s ability to

track the reference signal at its corners is reduced whefregeency of the input signal
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Figure 3.15 : Open-loop (left) and closed-loop (right) tinesponse plots of 5, 20 and
40 Hz scan. Solid line is measured scanners displacemeinlzahed line is desired trajec-
tory.
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Table 3.2 : RMS values of tracking error

Scan Freq.| Open-loop Closed-loop

Two-sensor| One-sensolf

5Hz 12.2 nm 1.9 nm 2.0 nm

10 Hz 9.9 nNm 2.3 nm 2.4 nm

20 Hz 10.7 nm 3.2nm 3.4 nm

30 Hz 17.5 nm 3.1 nm 9.1 nm

40 Hz 67.0 nm 7.6 nm 15.6 nm

is increased. This effect is clearly visible in Fig. 3.154fd is mainly due to the limited
closed-loop bandwidth of the system. The feedforward cdietr incorporated into the
tracking system works to correct this effect. However, fiectiveness is limited by the
accuracy of the closed-loop model used in the inversion.eMkeless, this should not be
viewed as a drawback as it is common practice in AFM to limd ittnage size to within
a certain percentage of the available window with the urideding that, quite often, the

image could be distorted around the edges.

Open-loop and closed-loop tracking errors for various $Equencies are tabulated in
Table 3.2. The tracking errors are determined by calcudatie RMS difference between
the measured displacement and the reference signal for 9@ scan range (ignoring the
top and bottom 5 % of the scans). A fixed phase shift betweem#asured displacement
and the reference input can be observed in Figs. 3.15 (d}#{fralculating the tracking
errors, these phase shifts were removed. At the slow spesdadcs Hz the controller
displays excellent tracking performance with trackingpeof only 1.9 nm, i.e. 0.06 % of
the entire scan range. The tracking error remains satisfaeten as the scan frequency is
increased as high as 40 Hz, as shown in Table 3.2. The erremdwexceed 0.25 % of the
scan range. Note that in measuring the displacements, éhaiglwidth capacitive sensor

with a bandwidth of 10 kHz was used. At this bandwidth, the RMiB&level of the sensor
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Figure 3.16 : Experimentally obtained closed-loop freqyeresponses using one-sensor-
baseH. controller, Ty, (iw) (solid), Ty,q (iw) (dash) andsy,,, (iw) (dash-dots).

is calculated to be 1.75 nm. The stochastic noise affechiagttue” output of the scanner
is significantly lower than this, since the said noise iséfrglue to the capacitive sensor
signal which is low-pass filtered at 100 Hz. The stochastisearising from the strain

voltage signal can effectively be ignored in this case duestextremely low noise density.

3.5.4 One-sensor-based. controller

For the sake of completeness closed-loop performance aicr@ner with the one-sensor-
basedH. controller is studied here. Fig. 3.16 illustrates closealpl performance of this
controller. It can be observed that the bandwidth of theedle®op system is about a third

of that of the two-sensor-based system. By compalfjng(iw) andGy,,, (iw) in Fig. 3.16,

it can be concluded th# (s) does not damp the first resonance mode of the tube in a sat-
isfactory manner. This is of little surprise since this magleut of the 100 Hz bandwidth

of the controller. However, no induced vibrations are obsénwhen the tube is made to
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Figure 3.17 : Closed-loop time response plots of 5, 20 and 48ddm using one-sensor-
basedH., controller. Solid line is measured scanners displacemahidashed line is de-
sired trajectory.
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track various triangular waveforms as illustrated in Fig.73 This is due to the existence
of the notch filter inK (s). Also, the two-sensor-based controller performs bettéeims

of rejecting low-frequency vibrations and noise.

The closed-loop tracking errors due Kg(s) are tabulated in the last column of Ta-
ble 3.2. It can be seen that up to 20 Hz scanning frequencyrdbking performance is
comparable to that obtained throulgh(s). However, at higher scan frequencies the track-

ing performance decrease rapidly as illustrated in TaldeBd Fig. 3.17.

3.6 Summary

We described how a high-bandwidth low-noise two-senseedaontroller could be de-
signed for a piezoelectric tube scanner. The two-inputautput controller uses measure-
ments obtained from a capacitive displacement sensor dtémencies and the piezoelec-
tric voltage signal at high frequencies. By keeping the caipacsensor loop bandwidth
low, the effect of sensor noise on the overall system is Baanitly reduced. Having ac-
cess to the piezoelectric voltage signal allows the caletrtd achieve tracking over a wide
bandwidth and successful damping of the resonant mode sttrer. Overall, this chap-
ter provides a further justification for using complemeytsensors, whenever possible, in
nanoscale positioning systems in line with results repbite[58] and [29]. In the next
chapter, the focus of our works shifts from designing fee#tzontrollers for a prototype

piezoelectric tube scanner to an actual scanner used in memial AFM.
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Chapter 4

Positive Position Feedback control of an Atomic Force
Microscope

This chapter presents experimental implementation oftRedPosition Feedback (PPF)
control scheme for vibration and cross-coupling compémsaif a piezoelectric tube scan-
ner in a commercial AFM. In this chapter we illustrate the ioy@ment in accuracy and
imaging speed that can be achieved by using a properly dasigedback controller such
as the PPF controller. In the first section of this chapterntiotivation and overview of PPF
control scheme were presented. Section 4.2 provides géeos of the AFM and other

experimental setup used in this work. Modeling and idemifon of the system transfer
functions are explained in Section 4.3. Control schemed®AFM scanner are devised
in Section 4.4. Finally, in Section 4.5 experimental resale given to illustrate the drastic
improvement in accuracy and imaging speed that can be axhveith the proposed control

schemes.

4.1 Introduction

Feedback has always been an integral part of every AFM faica¢positioning. A feed-
back controller requires a measurement signal to oper&etiekly. In an AFM, this
measurement is conveniently made available by the lassegatector sensor, enabling
accurate vertical positioning of the scanner. The utiicrabf feedback to improve lateral
positioning of the scanner, however, requires displacésemsors to be incorporated into
the device. These sensors were not included in scannerslieir #&e-Ms. However, they
are progressively being built into a new generation of concia#ly available AFMs. The

ability to use feedback for lateral positioning brings aleaumber of exciting possibilities
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some of which have already materialized in commerciallylakbe AFMs. For example,

PI1 controllers have been used to reduce the effects of Bgseand creep with consider-
able success. Apart from the above complicating factoesetlare two other issues that
hamper the operation of an AFM: 1) the highly resonant nadfitbe scanner, and 2) the
cross coupling between the various axes of the scannerh@8yever, the controllers used

in these AFMs are often not designed to deal with these twegss

The contribution of this chapter is the improvement of thégrenance of a commercial
AFM by using a PPF control scheme to compensate for the valoraind cross-couplings
of its piezoelectric tube scanner. The PPF controllers wetially designed to suppress
mechanical vibrations of highly resonant aerospace sirest[22]. They have been suc-
cessfully implemented on a range of lightly damped stresuyb4, 61, 71]. Their effec-
tiveness in improving accuracy and bandwidth of nanopwsitig systems was recently
investigated in [8]. PPF controllers have a number of imgoatrfeatures. In particular, they
have a simple structure, are easy to implement and thesfeafunctions roll off at a rate
of 40 dB/decade at higher frequencies. The latter is impboitaterms of the overall effect
of the sensor noise on the scanner’s positioning accurdey.PPF control scheme can be
incorporated into most modern AFMs with minimal effort srnibey can be implemented
in software with the existing hardware. At present, the foofithis work is only limited
to compensating the vibration and cross-couplings in tterdhaxes of the scanner. In
this chapter, the performance of this control scheme issassieby comparing surface to-
pography images of a calibration grating obtained using ¢bintrol scheme with the one
obtained using a well-tuned PI controller in the feedbadploExperimental results show
that by implementing the PPF control scheme, relativelydgamages in comparison with

a well-tuned PI controller can still be obtained up to lireeus of 60 Hz.
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4.2 Experimental Setup

The experimental setup consisted of a commercial NT-MDTghiteScanning Probe Mi-
croscope (SPM) as shown in Fig. 4.1. This SPM can be usedfiarpealmost all scanning
probe microscopy techniques in air and liquid environm&he SPM’s operating software
limits the highest image resolution to 256256 pixels. At this resolution the fastest scan-
ning frequency is limited to 31.25 Hz. However, faster saagdiencies are possible by
reducing the resolution. For example, by halving the rasmiuto 128 x 128 pixels, the

fastest scan frequency is doubled to 62.50 Hz.

In the experiments reported in this chapter, the SPM was gunafdl to operate as an
AFM and all sample images were scanned in air. The AFM wasfrggd with a home
made DC-accurate charge amplifier [26] on the fast axis. Thegehamplifier has a con-
stant gain of 68 nC/volt. The use of the charge amplifiers teeditie piezoelectric tube
has been shown to result in a reduction of the hysteresisdatgrthan 90 % as compared
with when voltage amplifiers are used [27]. The slow axis waged by an ACX High
Voltage Amplifier with a constant gain of 15. It is sufficientuse the voltage amplifier be-
cause the effect of hysteresis on the slow axis is relatselgll. The use of high feedback
gain at low frequencies can minimize the effect of hystareffectively. A dSPACE-1103
rapid prototyping system was used to implement the feedbacttollers in real time. The
amplifiers and the SPM were interfaced with the dSPACE systeingua signal access
module (SAM) that allowed direct access to the scannerreldes. This setup enabled
us to directly control the lateral movements of the scanHexvever, the scanner vertical
positioning was achieved using the standard NT-MDT SPMradiet. In other words we

replaced the rastering mechanism of the AFM with our ownesyist

There are two types of scanner that can be incorporated hifd&SPM, an open-loop
scanner (without displacement sensors) and a closed-t@ymer (with displacement sen-

sors). The closed-loop scanner allows accurate positakitng through feedback control.
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Figure 4.1 : SPM system and experimental setup used in this. wo
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In these experiments, a closed-loop scanner NT-MDT Z50308s used to perform 3D
positioning in the SPM. It has a scanning range of ¥0Q@00 x 10 um. The capacitive
sensors that are incorporated into the scanner apparéusfal direct measurements of
the scanner displacementiny andz axes. The bandwidth of these capacitive sensors is
tunable and has a maximum value of 10 kHz. In these expersribatbandwidth is set
to the maximum in order to minimize the effect of the capaeisensors dynamics on the
displacement measurements. The sensitivity of the capasénsors was determined by
making the scanner track a 0.5 Hz triangular wave of u@® amplitude in closed-loop
using the standard NT-MDT SPM controller. Simultaneoutiy corresponding output
voltages from the capacitive sensors were also measureth fhese two values, the sen-
sitivity of the capacitive sensors incorporated into fhaendy axes was calculated to be
6.33 um/volt. In this test, a low frequency triangular wave wasdus® ensure perfect

tracking by the standard NT-MDT SPM controller.

The piezoelectric tube in the scanner has quartered intarmthexternal electrodes.
Such an electrode arrangement allows the scanner to bendnivee bridge configuration
[27] where the electrodes are wired in pairs as illustrateféig. 4.2. These electrode pairs
are referred to as-x, —x, +y and —y electrode pairs. An advantage of using the bridge
configuration is that it halves the input voltage requiret@scompared to the more widely
used grounded internal electrode configuration. Neveztisein these experiments th&
and—y electrodes are grounded in order to simplify the experialesgtup. Furthermore,
the need for a large scanning range does not arise here bimsednner is only made to

operate within 10 % of its full lateral scanning range.

A dSPACE rapid prototyping system equipped with ControlDesfkvwsare was inter-
faced to the AFM through an expansion box that allowed diaecess to the capacitive
sensor measurements and control signals that were to biec@pplthe piezoelectric ac-

tuator. During scans, measurements from the capacitiveosgiand the photodiode were
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Figure 4.2 : Top view of the piezoelectric tube with the inedrand external electrode
wired in a bridge configuration.

recorded and processed in Matlab to generate AFM images.

4.3 System ldentification

In this section, the procedure used to model the AFM scarmeéescribed. The scanner
is treated as a two single-input single-output (SISO) systm parallel. The inputs being
the voltage signals applied to the charge amplifier drivimg-tx electrode pairpy, and
to the voltage amplifier driving the-y electrode pairpy. The outputs of the system are
the scanner displacement measurements from the capaatigers irx axis, ¢y, and iny
axis,cy. Here, accurate models of the systems were obtained thsysém identification.
System identification is an experimental approach to modelihere mathematical models

are obtained from a set of input and output data [59].

Fig. 4.3 illustrates the experimental setup used for theegysdentification experiment.

A dual-channel HP35670A spectrum analyzer was used torotitaifollowing frequency
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Figure 4.3 : Block diagram of the experimental setup usedyfstesn identification of the
scanner.

response functions (FRFs) nonparametrically

e 1) = 2405 (4.1)
and .
Gy, (i) = 32’3 (4.2)

A band-limited random noise signal of amplitude 0.5 Vpk witthe frequency range of
1 Hz to 1600 Hz was generated using the spectrum analyzemgmtiédto the charge am-
plifiers as the input. The corresponding outputs from theaciipe displacement sensors
were also recorded using the spectrum analyzer. These-ayptit data were processed
to generate the FRF (4.1) and (4.2) in a non-parametric fonttuagated in Fig. 4.4. Note
that the 0 dB (unity gain) at DC in both FRFs was achieved bydhicing appropriate
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Figure 4.4 : Experimental (dash-dot) and identified modaid}frequency response of (a)
Geuy (i) and (0)Geyu, (iw).

input gains in the dSPACE system.

Two second-order models were fitted to the FRFs data usingréloggidncy domain
subspace-based system identification approach as desurildé] and [48]. The following
transfer functions were found to be a good fit as illustratelig. 4.4,

_ 0.0531%° — 12305+ 1.362x 10

e _ 4.3
o (S) £ +40.385+ 1.354x 107 “3

and
~0.084% — 14165+ 1.288x 10

. _ 4.4
eyt (S) P+ 61745+ 1.303x 107 @4

It can be inferred from transfer functions (4.3) and (4.4ttthe piezoelectric tube

scanner has very weakly damped resonancgsaimly axes. In thex axis the resonance is
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at 585 Hz with a damping ratio of 0.006 and in §haxis the resonance is at 574 Hz with
a damping ratio of 0.009. It must be mentioned here that teemimimum phase zeros
in both transfer functions do not reflect the physical natfrthe scanner, but are rather
artifacts of the system identification. The subspace-bagetém identification approach
introduces these non-minimum phase zeros in order to maslaysl which exist in the

system due to the capacitive sensor signal processingaiexst and dSPACE sampling

time.

4.4 Controller Design

To address the issues discussed in Section 4.1, we desgguHubick controllers to augment
the damping of the scanner’s transfer functions to achiey&aved lateral positioning.
Feedback controllers for theandy axes were designed independently since the scanner
is treated as a two SISO systems in parallel. Structure of thas feedback controller is
illustrated in Fig. 4.5. The overall control structure csts of two feedback loops. The
inner loop contains a PPF controller that works to increageaverall damping of the

scanner. The outer loop contains a high-gain integral oblatrto provide tracking.

4.4.1 PPF Controller

In the current context, the PPF controller can be paranzeidias

o

~ 1 bys+bg (4-3)

Kppr (S)

whereag, b; andbg are the control parameters. Standard results in controryhg33],

imply that the closed-loop system of the inner loop is givgn b

Gow (9
G () _ Ot . 4.6
S = 1 Ggy, (5 Kepr, (9) (4.6)

Equation (4.3) can be rewrite as

N>s% + NS+ Ng
G S) =
Cxe() 32+d13—|—d0 ;

4.7)
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Kppr,

Figure 4.5 : Structure of the axis feedback controller. The inner feedback loop is a PPF
controller designed to damp the highly resonant mode ofube.t Integral action is also
incorporated to achieve satisfactory tracking.

wheren, = 0.05311,n; = 1230,np = 1.362x 107, d; = 61.74 anddg = 1.354x 10’. From
(4.6), it can be checked that the poles of the closed-looystes functionG((;if}X are roots of

the polynomial

P(s) = s'+(by1+d;)s>+ (—agny+bidi+dy+bg) s

+ (—agny + b1dg + bod1 ) s— apnp + bpdo. (4.8)

Damping can be achieved by shifting these closed-loop mEeper into the left-half plane

(LHP). Let{pi}~i4:1 be the desired closed-loop pole positions and
Q(s) = s*+ 038> + 025° + S+ o (4.9)

be the corresponding polynomial wit{rpi}iil as its roots. Matching the coefficients of
(4.8) and (4.9) gives us four linear equations that can bd tssolve the three control
parameters. However, since there are more equations tHamowns, this set of linear
equations is considered as an overdetermined system wamstotbe solved for a set of
exact solution. One method for solving such system is byguia least squares approach

where the obtained solutions are “closest” to satisfyihgfahe linear equations [74].

In this work, the numerator of the PPF controller is augmentéh a;s to result in

four control parameters, i.ea;, ag, b1 andbg. This will allow the solution for the linear
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equations to be a set of exact solution. The augmented PRfollenis given as

~ 1S+ Qg
K = = 4.1
PP (8 = 2 brst by (#.10)
Consequently, the polynomial given in (4.8) can be rewritten
P(s) = '+ (—anp+by+d)S + (—ans —aons + byds + do + bo) &2
+ (—agnp — agny + bydo + bpds ) S— apng + bodo. (4.11)

Matching the coefficients of (4.11) and (4.9) gives four #inequations in terms of the

control parameters

—aip+b1+di =03 (4.12)
—ayny —agnz +bydy +do+bp = g2 (4.13)
—a1no — aohy + b1do + bpdy = a1 (4.14)
and
—apho -+ body = o. (4.15)

Rewriting (4.12) - (4.15) in matrix form give
AX+C=B (4.16)

where

—N1 —Np d]_ 1
A (4.17)

T
X = { ay a b bo} (4.18)

.
C:{dl do O o] (4.19)
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and -
B:{QS G 1 QO] - (4.20)

The control parameters for controllﬁbppx (s) can be obtained by solving
X=A"1B-C]. (4.21)

In order for the COﬂtI’O”eIKvppR( (s) to be stablep; andbg have to be positive. Here,
the desired closed-loop poles are chosen such that theosawdf (4.21) would result in

positive value foib, andbyg.

The locations of the open-loop poles and the desired clemsmalpoles are illustrated in
Fig. 4.6. Note that, the desired closed-loop poles locatare shifted further into the LHP
by 1500 units from the open-loop poles. The coefficientsefblynomial (4.9), calculated
from these closed-loop poles, ape= 6.0808x 10°, g, = 4.0944x 10, g1 = 9.6380x 1010
andq = 2.5122x 10". By substituting these coefficients and the coefficients défin
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(4.7) into (4.16), the control parameters are solved toinlikee controller

—1632s+9.242x 1P

. 4.22
2+ 603X+ 2.785x 10’ (4.22)

Kppg, =

Observe that obtained controller contains a real zero atite®@00 Hz. At such high
frequency, this zero has negligible effect on the behavithe@controller at low-frequency
regions. In particular, this controller is only designedlaomp the scanner’s first resonant
mode which is at about 580 Hz. Here, this high-frequency meoonveniently ignored to

obtain the PPF controller in the original form as

B 9.242x 10°
- $4603%+2.785% 10"

KPPFX (S) (4.23)

The achieved closed-loop poles with this PPF controlledlémented in the feedback loop
is checked to see the effects of omitting the high-frequezasyp. Fig. 4.6 illustrates the
achieved closed-loop poles are stable and shifted furtherthe LHP around the desired

closed-loop poles.

A similar controller was designed for tlyeaxis and therefore, is omitted for the sake of

conciseness. The obtained PPF controlleryfaxis can be described as

Ko 5 - om 2 763710 (420
4.4.2 High-gain Integral Controller
The designed control system also includes a high-gainnategntroller
| (s) = % (4.25)

as illustrated in Fig. 4.5. Inclusion of an integrator amisun applying a high gain at low
frequencies that reduces the effects of piezoelectricpcaeel hysteresis to a minimum.

Another important benefit of the proposed combined feediséiticture is the significant
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Figure 4.7 : Bode diagrams showing gain margins when a unityiggegral controller is
cascaded with undampéd —) and damped—) scanner’s transfer functions in (aand

(b) y axes.

reduction that can be achieved in cross-coupling betweeousaaxes of the scanner.

The use of high gain in the integral controllers is made [sdy the suppression of
the sharp resonant peaks in thandy axes due to the PPF controllers. Fig. 4.7 illustrates
Bode diagrams showing gain margins when a unity gain integyatroller is cascaded
with undamped scanner’s transfer functionsGi),, (s) and 2)Gg,, (s), and with damped

scanner’s transfer functions 8}, and 4)Gg,, ().

The gain margins for the undamped systems are 32.5 dB andiBGr6x andy axes
respectively. This implies that the gain of the integrapiis limited to less than 42 and
68 in thex andy axes respectively for stability of the closed-loop systeiewever, the

gain margins for the damped systems are 60.8 dB and 61.0 xiBridy axes respectively.
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This implies that the gain of the integrati§y can be increased significantly from 1 to up
to 1135 and 1148 in theandy axes respectively, before the closed-loop systems become
unstable. In this work, the gain of the integrators were duteeprovide high closed-loop

system bandwidth but with reasonable gain and phase margin.

4.5 Experimental Results
4.5.1 Frequency and Time Responses

The performance of the PPF control scheme was first evallgtegeasuring the closed-
loop frequency responses of the system using the spectralyzan In Fig. 4.8, the mea-
sured closed-loop frequency responses are plotted alahghé open-loop frequency re-
sponses that were obtained in Section 4.3. By inspecting #i§qa) and (d) we observe
that the closed-loop system bandwidth of both axes is ab@t&. Also, a damping of
more than 30 dB at each resonant mode is apparent from theefney responses. How-
ever, in the closed-loop system, the frequency responselsiea faster phase drop rate as
compared to the open-loop system. Consequently this raauipeater phase shifts be-
tween the desired and the achieved trajectories. Note titlatthe current experimental
setup, we were not able to measure the closed-loop frequesppnses of the AFM scan-
ner with the well-tuned PI controller that is built into thé=K. When this controller is in
use, access to the scanner electrodes through the sigeasanodule and the raw signals

obtained from the capacitive sensors are not made avatlalive user.

To appreciate the improvement achieved in lateral positgof the scanner, we per-
formed a simple experiment. In open-loop, a 2 Hz triangulgma was applied to thg
axis of the piezoelectric tube to achieve au@ scan. The displacements in theand
y axes of the tube were measured using the built-in capadis@acement sensors. A
similar experiment was then carried out with the PPF corsitbeme implemented on the

tube. The results are plotted in Fig. 4.9 (a). A similar setxgferiments were performed
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Figure 4.8 : Open-loop (dash) and closed-loop (solid) fexqy responses of the scanner.
The resonant behavior of the scanner is improved by over 3@ugBo control action. The
proposed feedback control strategy results in significanrovement in cross-coupling
between the fast and slow axes of the scanner.
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at 30 Hz to simulate a fast scan. The results are plotted in48y(c). A considerable
improvement can be observed by comparing the open-looplasdd:loop motions of the
tube. During a fast scan we can observe significant distetitue to the excitation of the
tube’s resonance. By applying the feedback controller, weaged to significantly reduce
the distortions and achieved a considerable improvemenaaking performance. In par-
ticular, for the 30 Hz scan, the fast axis RMS tracking erros weduced from 280 nm to
46 nm, and the cross-coupling to the slow axis was reduced 50 nm to 16 nm due to
control action. This improvement directly translates iatoimage with less distortion. A
significant component of the closed-loop error is due to theesp shift between the desired
and the achieved trajectories. This phase shift has a mirgffect on the image quality

and can be handled using a feedforward controller.

The frequency responses for the cross-coupling terms oAEM scanner were also
obtained and illustrated in Fig. 4.8 (b) and (c). In openplagignificant cross-coupling can
be observed between lateral axes of the scanner. For freguamges below the tube’s res-
onance frequency, there is approximately 32 dB cross-amypktween the andy axes of
the scanner. This means that ap® amplitude triangular motion of theaxis will trans-
late into approximately 0.&m amplitude triangular motion of thgaxis andvise versa
generating substantial distortion in the resulting imagso higher cross-coupling exists
at, and close to the resonance frequency of the tube. That &fhen the cross-coupling can
be observed in Fig. 4.9 (b) and (d) where a triangular motioapproximately 0.18:m
amplitude can be seen in tg@xis when thec axis is made to produce ang8n amplitude
triangular motion. Note that at 30 Hz scan, in addition todtwss-coupling, the distortions

due to the excitation of the tube’s resonance can also be\ausm they axis.

In closed-loop, Fig. 4.8 (b) and (c) illustrate substandiatrease in the cross-coupling
between the lateral axes of the scanner. In particular,riesecoupling is less than 52 dB

for low frequency ranges (i.ex 10 Hz). This means that for a low frequency scan, am8



70

(2)

8 - 0! ( )
"
"
i I\
; ¢ \\
i \ . .
—~6 ! Y 1 \ — 100
E 'l 13 . ) 8
4 [}
3 ! . ’ \ a
~— ) ’ ~—
/ \ \ .
a4 \ 1 \ > o v
N \ S / \
| !
' \}
of /S i . ~100)
.‘ 1 I‘
] ‘WA
/v /i
f
0 0.25 ; 0.75 1 2005 025 5 0.75 1
(c) (d)
8 2
. -
.
s
,' M Yy
A A [y
\
)
' \
3 ‘ \ ' s
~ ' \ ' \
G4 ' ) : \‘
Q N ' . \
I \ I A}
i [ ' \
" ¥ l, \
2 1 “ ¢ \
! [
I’ “ !
. /
) . 2
0 0.02 004 0.06 ] 0.02
t ()

t (50)04 0.06
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amplitude triangular motion of the axis will only translate into approximately 0.Q2m
amplitude triangular motion of theaxis. Although there are no direct feedback controls on
the cross-coupling terms, the inclusion of high-gain iraégy in both axes has indirectly
resulted in a significant reduction in the cross-couplingevédtheless, the effect of the

integral action diminishes as the frequency increases.

4.5.2 AFM Imaging

Having improved the lateral positioning of the scanner, @tmoved on to investigate the
overall improvement in imaging capability of our modified MFDuring the imaging, the
atomic force microscope was operated in constant force msidg a micro-cantilever with
spring constant of 0.2 N/m. The sample was a 20 nm featughtBiT-MDT TGQ1 cali-
bration grating with a 3tm pitch. The well-tuned Pl was first used to develqpB x 8 um
images of the sample at 2 Hz, 10 Hz and 30 Hz scan frequenctbsawiesolution of
256 x 256 pixels. Faster scans beyond 30 Hz with the AFM standdtd/iae, at this
resolution, were not possible. In each case, a significaouatnof time was devoted to
tune the AFM so that the best possible image could be gemerdie then imaged the
sample at identical frequencies, but this time with the Pétfrol scheme implemented on
the scanner. These images are plotted in Fig. 4.10 for casgparand illustrate a drastic
improvement in image quality and sharpness. Furthermanemmdifications enabled us
to scan beyond the 30 Hz speed set by the AFM standard softwaparticular, we de-
veloped scans of the sample at 40 Hz, 50 Hz and 60 Hz with the sesolution. These

results are also plotted in Fig. 4.10.

In order to further analyze the AFM images illustrated in.FdLO, we plot the cross-
section curves of these images at abput 4 um in Fig. 4.11. The cross-section curves
were taken in parallel to the square profile of the calibragmating. The scan direction for
Fig. 4.11 (a), (b) and (c) is from 0 to @m and the scan direction for Fig. 4.11 (d) to (i)
is from 8 to Oum. It can be observed that by using the PPF control scheméeilybt-
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Figure 4.10 : First two columns: AFM images of NT-MDT TGQL1 gng scanned in
contact mode constant force at 2, 10 and 30 Hz. Images despiay(a), (b) and (c) were
developed using the well-tuned PI controller. Images digpdl in (d), (e) and (f) were
generated using the PPF controller. A significant improvanme image quality can be
observed. Third column: We were able to generate imagesatfsequencies beyond the
AFM limit of 30 Hz. 40, 50 and 60 Hz scans are illustrated in () and (i) respectively.
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Figure 4.11 : Cross-section (solid) and reference (dasiWesuwf the AFM images illus-

section curves wiaken about the center of the
AFM images and parallel to the square profile of the calibragrating. The scan direction

trated in Fig. 4.10 (a) to (i). The cross-

of the curves displayed in (a), (b) and (c) are from O tarB. The scan direction of the

curves displayed in (d) to (i) are from 8 touim.
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profile of the calibration grating was better captured. Tanstroller enables us to set the
feedback gain of theaxis significantly higher than the well-tune Pl controlkesulting in

a better scan. However, the accuracy of the curves repnegehte true height-profile of
the calibration grating decreases with increasing scajuéecy. At high scan frequencies,
the z axis feedback loop is simply not fast enough to detect changéhe height of the
calibration grating. Nevertheless, it can be observedtti@aPPF control scheme results in

better images, even at high scan frequencies.

4.6 Discussion of Results

To this end, we wish to draw comparisons between the implédePPF control scheme
and other existing methods that were mentioned in the pus\abapter. The use bk, con-
trol for designing feedback controllers to improve the aacy and speed of AFM scanners
has been shown to be quite successful in Refs. [65, 75]. Wiaketh, controllers provide
adequate closed-loop robustness, they are often compemnséatrather high orders. Thus,
these controllers are more complex and their implememtatiay need a more sophisti-
cated setup, when compared with the proposed PPF contvdiieh has a very simple
structure. In our work, the implementation of the PPF cdraothheme has resulted in a
high closed-loop bandwidth, of about 300 Hz, and a dampingafe than 30 dB at the
scanner’s first resonant mode. These improvements werevachwith a third order con-

troller that is very straightforward to implement usingheit analog or digital methods.

In [39,42], a feedforward input was used to compensate tmation in feedback con-
trolled AFM piezoactuator systems. This method can be @ffertive in compensating
induced structural vibration as proved experimentally athif39] and [42]. However, it
may not be as effective against external vibrations andengiisce the piezoactuators are
still highly resonant structures. In our work, the overaiahanical damping of the piezo-
electric tube was increased by using the PPF controllergs miakes the piezoelectric

tube impervious against the induced and the external wrsit Furthermore, if needed a
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feedforward controller can be added to our controller tdodnfaster scans.

4.7 Summary

In summary, we demonstrated that by augmenting the dampiag AFM scanner using
a PPF controller, and minimizing the cross-coupling betwie fast and slow axes by
incorporating an additional Integral controller, and atgousing charge drive on its fast
axis, the quality of the developed image could be drasyidalbroved. This is a direct
result of the improvement in lateral positioning of the AFbaaner. We were also able to
scan at frequencies beyond the limit set by the AFM softwémethe following chapter,
we introduce a new scanning method that allows fast AFM. is shanning method, the

scanner is scanned in a spiral pattern instead of the walbkstted raster pattern.
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Chapter 5

Fast Spiral-Scan Atomic Force Microscopy

Today, the majority of commercially available AFMs use easicans to image a sample’s
surface. The improvement of the frequency and precisioasier scans through the use of
feedback control approach has been shown to be quite stuldesthe previous chapters
and in the References [7,17,43,44,72,75,78]. In this agprda@edback controllers are
used to flatten the frequency response of the scanner, tlousreg for faster scans. How-
ever, as the scan frequency is increased closer to the meahbandwidth of the scanner
in order to realize fast AFM, the positioning precision oé tfcanner deteriorates consid-
erably. The closed-loop tracking of the triangular wavefdypically results in the corners
of these waveform to be rounded off and distorted. This isnialue to the presence
of high frequency harmonics of the triangular waveform #uat inevitably outside of the
bandwidth of the closed-loop system. Consequently, AFM esagenerated at high speeds

often demonstrate significant distortions especially adaihe edges of the images.

This chapter proposes a new scan technique for fast AFM loynigithe piezoelectric
tube scanner to follow a spiral pattern instead of the weHdldshed raster pattern, over
the surface that is to be imaged. A constant angular veld€i/) spiral scan can be
produced by applying slowly varying-amplitude single fneqcy sinusoidal signals to the
x andy axes of the piezoelectric tube scanner. The use of the diregjeency input signals
allows for scanning to be performed at very high speeds witleaciting the resonance
of the scanner and with relatively small control efforts. &lternative method is to gen-
erate the spiral pattern in a constant linear velocity (CLpraach. The latter method

has been implemented in some disk storage devices, such ggsaCobisk-Read Only
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Memory (CD-ROM) where the information is stored in a contimsigpiral track over the
disk’s surface [36]. The proposed method is an alternativaster-based sinusoidal scan
methods that are used to achieve fast scans in e.g., scamangdield optical microscopy
(SNOM) [34]. In spiral scanning, both axes follow sinusadisignals of identical frequen-
cies resulting in a smooth trajectory. This avoids the femdehavior that may occur in
sinusoidal scans as the probe moves from one line to the Rexthermore the proposed
method does not require specialized hardware, e.g. a tdorkgctuator, and can be im-

plemented on a standard AFM with minor software modificagion

The remainder of this chapter is organized as follows. Theegaion of input signals
to produce the spiral pattern is described in detail in $ach.1. Control schemes for the
AFM scanner are devised in Section 5.2. Finally, in Sectighexperimental results are
presented to illustrate the drastic improvement in imagipged that can be achieved with

the proposed new scan trajectory.

5.1 Spiral Scan

This section deals with the generation of input signals #natneeded to move the AFM
scanner in a spiral pattern, illustrated in Fig. 5.1. Theégpatis known as the Archimedean
spiral. A property of this spiral is that its pitdR, which is the distance between two
consecutive intersections of the spiral curve with any passing through the origin, is
constant [64]. Depending on how this trajectory is trackd,ghape is referred to as either
a Constant Angular Velocity (CAV) spiral, or a Constant Lineatoéity (CLV) spiral. In
the former case, the pattern is traced at a constant angeltzrity, while in the latter at a

constant linear velocity.
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Figure 5.1 : Spiral trajectory of 6.6m radius withnumber of curve= 8.

5.1.1 The CAV spiral

The equation that generates a CAV spiral of piRlat an angular velocity oéo can be
derived from a differential equation given in [36] as

dr_Pa)

wherer is the instantaneous radius at timeEquation (5.1) is solved far by integrating

both sides to obtain

Pw
/dr - E/dt. (5.2)
Forr=0att =0,
P
r= Erwt' (5.3)

Here,P is calculated as
spiral radiusx 2

= 54
number of curves 1 (54)
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wherenumber of curves defined as the number of times the spiral curve crossesghro
the liney = 0. This is exemplified in Fig. 5.1 where the crossing poingsrarmbered. The

figure illustrates a spiral scan oftéin radius withnumber of curves- 8.

The equation that describes the total scanning tigag associated with a CAV spiral

scan can be derived by integrating both sides of equatidn &s.

lend tend

/drzz—j‘;/dt (5.5)

I'start tstart

wherergiait andreng are initial and final values of the spiral radius, dgdyt andteng are
initial and final values of the scanning time. From equat®b), if rstart = 0 attsiar = 0

andtiotal = tend — tstart, We obtain

(5.6)

In order to implement the spiral scans using a piezoeletttbe scanner, equation (5.3)

needs to be translated into cartesian coordinates. Theforamed equations are
Xs = I cos@ (5.7)

and

Ys =rsin@ (5.8)

wherexs andys are input signals to be applied to the scanner irxthedy axes respectively
and@ is the angle. Fronw = %, 0 is obtained a® = wt. An example of input signals
Xs andys that can generate the spiral in Fig. 5.1 is plotted in Fig. Bt figure illustrates
constant phase errors between the input signals and mdasutputs. Such errors are due
to the non-ideal frequency response of the controlled nasitpner. For a CAV spiral,
these phase errors can be easily eliminated by adding pbaseaotsa, anday to shape
the input signals as

Xs=rcos(0 + ay) (5.9
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Figure 5.2 : Input signals to be applied to the scanner irxtiwedy axes of the scanner to
generate CAV spiral scan witlo = 18850 radians/sec. Solid line is the achieved response
and dashed line is the desired trajectory.

and
Ys=rsin(0+ay). (5.10)

Here, ax anday are determined by measuring the closed-loop frequencynsspof the
system at the scan frequency. They may also be determindid®if a model of the sys-

tem is at hand.

A key advantage of using a CAV spiral is that closed-loop tragkof this pattern when
implemented via the cartesian equations only involvekingcsingle frequency sinusoidal
signals with slowly varying amplitudes. This advantageewbombined with the use of the
shaped input signals (5.9) and (5.10), enables the AFMisrearato track a high frequency
CAV spiral resulting in fast atomic force microscopy. A draaek of this method is that its

linear velocityv is not constant. Thus, it may not be suitable for scanningessamples
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where the interaction between the probe and the sample teebdslone at constant linear

velocity. The CLV spiral presented next overcomes this gnabl

5.1.2 The CLV spiral

In order to generate a CLV spiral, the radiiand angular velocityo need to be varied
simultaneously in a way that the linear velocity of the nasioner is kept constant at all
times. The expressions forand w are first derived by substituting = Y into equation

(5.1) to obtain
dr Pv

dt ~ 2m
wherev is the linear velocity of the CLV spiral. Then, equation (9.islsolved forr by

(5.11)

integrating both sides of the equation as

Pv
dr = —/dt. 512
/r r=o (5.12)
Forr = 0 att = 0, we obtain
P
=4/ —t. 5.13
- (5.13)

From equation (5.13), by substituting-= % the expression fow is obtained as

~ v
N 14
©=1/ 5 (5.14)

It is worth noting thaf” and w are non-linear functions of time, ard approaches infinity
att = 0. For practical reasons during digital implementationref CLV spiral,t = 0 is

approximated with = sampling periodf the digital system.

The equation for total scanning tinigiy of a CLV spiral scan can be derived in a

similar manner to the CAV spiral. From equation (5.1ik)g is derived as

2
mend

Pv
By choosingv = wendrend Where weng is the instantaneous angular velocityratq, the

(5.15)

tiotal =

equation fortyota can be rewritten as

T end
PWend

(5.16)

ttotal =
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It can be inferred from equation (5.16) thatif,q = w, the total scanning time of a CLV
spiral is half of the total scanning time of a CAV spiral. Thiakes the CAV spiral a more
attractive option. However, as we will see later, this gairscanning time comes at the

expense of introducing distortion at the center of the tespy/AFM image.

Similar to the CAV spiral, equation (5.13) can be describeckirtesian coordinates as
Xs = Fcosf (5.17)

and
Vs =Tsin@ (5.18)
where® for time varyingw is obtained as

6,/ (5.19)

Fig. 5.3 illustrates the input signaks andys that can be used to generate a spiral similar
to the one shown in Fig. 5.1. However, as illustrated in thgsr, the input signals are
implemented in a reversed order, that is frogpy to rstart. TO generate a CLV spiral, that
starts fronT = 0, one requires a closed-loop system with extremely higlhwadth (ideally

oo bandwidth) and a closed loop system with a flat phase and toggniesponse. This of
course, is not practical. Thus, if the spiral is started fidoma O, the initial error that is
inevitably generated will propagate all the way throughhte &nd. In the next section,
we propose an inversion algorithm that can minimize thektracerror arising from the

limited bandwidth and non-ideal frequency response of thged loop system.

5.1.3 Inversion Technique for CLV spiral

In this section a technique to shape inputs such that thétirestrajectory will be a CLV
spiral with minimal tracking error is presented. As the ierpkntation of the entire scheme
will be in discrete time, the input shaping method presehi@ is also described in dis-

crete time.
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Figure 5.3 : Input signals to be applied to the scanner irxtiwedy axes of the scanner to
generate CLV spiral scan with= 1.13 mm/sec (otinqg = 18850 radians/sec). Solid line
is the achieved response and dashed line is the desirecttrgje

The goal is to design input signa{ﬂx[k]}EZO and {uy[k]}Ezo such that their outputs,
along thex andy axis are {x[k|] = i(kT)}E‘ZO and{y[k] = y(kT)}'l}'zo respectively. Herel
denotes the sampling interval ar@ndy are as defined in equations (5.17) and (5.18). In
the following only designing o{ux[k]}{jzo will be described, with the understanding that

{uy[k] }::':0 can be generated by adopting the same procedure.

Assume that the transfer function relating the input andtitput along thex direction
is given by

bo+biz14+boz2+... +bnz™

5.20
l+az l+az2+... +apmz ™’ (5.20)

Gx(2)

which is stable but has non-minimum phase zeros, i.e. alkeodszare outside the unit
circle. AsGy(2) is non-minimum phase, a direct inversion is not possibletiemmore, as

X andyare not periodic, a frequency domain inversion of the tyms@nted in [8] will not
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be accurate.

Note that equation (5.20) in the discrete time correspondisd difference equation

X[n +ax(n—1]+... +amx[n—m|

= boux[N] + brux[n—1] + ... + bpux[n—m|. (5.21)
This implies
U[n—m| = b_]r-n (X[n]+ax[n—1]+...+anx[n—m|
—bpux[n] — ... = bm_1u[n— (M—1)]). (5.22)
As {x[k]},’}':O is given, assuming arbitrary values f@N],ux[N —1],... ,ux[N — (m—1)],
the input sequenag|N — (m—1)],ux[N — (m—2)],...,ux[1], ux[O] can be calculated from

equation (5.22). As an example conside+ 2 in (5.21). This implies
X[n] +aix[n— 1] + axx[n — 2]
= boux[Nn] + brux[n — 1] 4 bouk[n— 2] (5.23)
and
1
ux[n—2] = — (X[n] +aix[n— 1]
o7}
+apx[n— 2] — boux[n] — byux[n—1]). (5.24)
Settinguy[N] anduy[N — 1] to arbitrary valuesyx[N — 2] can be back calculated from equa-
tion (5.24). Similarly, using the calculateg[N — 2| and the arbitrarily chosem [N — 1],

ux[N — 3] can be computed. Thus, traversing backwards in time oneaaputeuy[n| up

ton=0.

The above mentioned procedure can be proved to be stableaartse shown to con-
verge to an input sequence that would generate the oxitlotl}."If a user has to deal with a
continuous time transfer functiddy(s), he or she could approximate it by a discrete trans-
fer functionGy(z) using the bilinear transformation or any other appropiagigroximation

technique.
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5.1.4 Total scan time: Spiral scan vs. Raster scan

A fair comparison of the total scanning time for a spiral saad a raster scan can be made
by evaluating the time required for both methods to gendrasges of equal areas and
pitch lengths. The area of a circular spiral scanned infagg, with a radius ofreng can

be calculated as
Aspiral = mgnd- (5-25)
The area of a rectangular raster scanned ifggg.r can be calculated using

Avaster = L2 (5.26)

wherelL is length of the square image. For both images to have an age@) equations

(5.25) and (5.26) are equated to obtain
The number of lines in a raster scanned image with gitclan be calculated as
. L
number of lines= b +1 (5.28)

The total scan time to generate a raster scanned image cdntddesal using

number of lines
tiotal raster = f (5.29)

wheref is the scan frequency. Thus, by substituting equationga&d (5.28) into equa-

tion (5.29), the total scan time for generating a rastersedmmage with an area an‘rgnd

can be determined as

o 1
tiotal_raster = \/; fend + T (5.30)

The total scanning time required to generate a spiral schinmege in a CAV mode can be

calculated using equation (5.6) and by substituting: 27tf into equation (5.6),

r
tiotal = %j- (5.31)
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It can be deduced from equations (5.30) and (5.31), by iggatte term% in equation
(5.30), for the same scan frequency, an image of equal acepitmh can be generatedrr

(~ 1.77) times faster using a CAV spiral scan than a raster scan.

In order to compare the total scanning time for a CLV spirahsamad a raster scan, the

linear velocity of the raster scam = 2L f is introduced into equation (5.30) to obtained

2mr?
tiotal_raster = P\fnd (5.32)
r

with the term% ignored. It can be deduced from equations (5.32) and (5fa5)he same
linear velocity,v; = v, an image of equal area and pitch can be generated two tirsies fa

using a CLV spiral scan than a raster scan.

5.1.5 Mapping Spiral Points to Raster Points

In this work, the spiral-scanned images are plotted by nmapisie sampling points along
the spiral trajectory (called “spiral points”) to points pixels (called “raster points”) that
make up a raster-scanned image placed on top of the spirab@s shown in Fig. 5.4 (a)
and (b) for CAV and CLV spirals respectively. A major advantagenapping the spiral

points to the raster points is that it allows the user to zdilexisting image processing
software developed specifically for raster-scanned imagesodify the generated spiral

image.

In this mapping procedure, the dimension of the rasterrsdimage is set tepiral
diameterx spiral diameterwhere thespiral diameterx spiral radiusx 2, and the pitch
of the raster-scanned image is chosen to be equal to thePpdtthe spiral. Consequently,
the number of lines in the raster-scanned image will be efgudde number of curves in
the spiral trajectory. Then, each raster point locatediwitine spiral radiusis mapped to
the nearest spiral point. Since the position of the rastdispiral points are known for any

scan frequency and dimension, the nearest spiral poinegponding to each raster point



87

(a) CAV Spiral
6.
3.
E
20
2
-3t
-6}
-6 -3 0 3 6
25 (um)
(b) CLV Spiral
or LTI
,+1,++ ++++~\
/4 N
K . .'|'+\.
_{_l'. +.|.'|l‘|"|'.|.+ +\
B + +
3 ‘ c1v+-|- + +
. . 4+ .
& \'A .|.'|'II-+ + +
&+ + vy + + \
— ¥ =+ o . + + . T
g + + + &+ + + +
= Of t + + + * : + *
2 1 + + ¥+ . + . + [
\ + + it + o,
+ + + +
\ + + + + !
. *
3 \ t, trpat + )
\ + + ’
. + + .
A treaert
~ ”
~
_6 ~..——-u”
-6 -3 0 3 6
zs (um)

Figure 5.4 : Spiral points (+) for (a) CAV spiral wittas = 1885 radians/s and (b) CLV
spiral withvs = 1.1 mm/s. The sampling frequency used for generating thesd ppints is
2 kHz. Both spiral trajectories have a g radius withnumber of curves- 8. The spiral
points are plotted on top of the raster poin)sifat make up a 1% 13 um raster-scanned
image with of 8x 8 pixels resolution.
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can be identified and stored in an indexed matrix before paifg the sample scans. By
doing this, the image of the sample can be plotted on the ctenpureal-time, i.e., as the

AFM is scanning the sample.

Fig. 5.4 (a) illustrates that the density of the CAV spiralsiincreases asapproaches
the origin of the spiral. This is because the time taken fergpiral trajectory to make one
full spiral circle remains constant due to the constant &rgeelocity, although the cir-
cumference of the spiral circle gets smaller. A disadvamtaigthis is that, it increases
the computing time needed to search for the nearest spiiral arresponding to the each
raster point. Nevertheless, Fig. 5.4 (b) shows that theityeofsthe CLV spiral points re-
main constant for the entire spiral trajectory. This is lueseain the CLV spiral, the time
taken for the spiral trajectory to makes one circle redusesapproaches the origin of the

spiral.

Next, the error introduced by mapping the spiral points toréster points is analyzed.
This mapping error can be determined by calculating the madm of the vector between
the nearest spiral point corresponding to the each rastet. pig. 5.4 (a) illustrates an
example of the vector between spiral poigaty and raster poinBca, which corresponds to

raster poin{2,6). The magnitude of this vector can be calculated as

‘A (Ia{/) - \/(%av_ B)éav)z + (Azav— B)C/aV)2 (533)

wherei = 2 andj = 6. Similar calculation can be performed on the CLV spiral taleate
the magnitude of the vector between spiral pdgt, and raster poinB, as shown in

Fig. 5.4 (b).

5.2 Controller Design

This section addresses design of feedback controllersriakes in this work. The feed-

back controllers for th& andy axes were designed in a similar fashion to the PPF control
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scheme described in Chapter 4. However in this work both aeedraven using the home
made DC-accurate charge amplifiers. The key objectives ofdnéroller design are to
achieve good damping ratio for the first resonant mode of tbeoplectric tube scanner
and to achieve a high closed-loop bandwidth to allow aceutraicking of the CAV and
CLV spirals. Although the use of CAV spiral allows us to seldx frequencies that will
not excite the resonance of the scanner, it is still impartaractively damp the scanner.
External vibration and noise can result in perturbationtf@AFM image if scanner’'s me-
chanical resonance is not damped. The need to damp the s¢@woenes more important
when it is used to track a CLV spiral input. This is because th¥ Gpiral input con-
sists of high frequency components that will inevitablyiexthe mechanical resonance of
the scanner. Additionally, the feedback controller canimire the effect of piezoelectric
creep that can cause further perturbations in the imagera®vihe feedback controllers
resulted in a high-bandwidth (540 Hz) closed-loop systeimis ivorth mentioning that

tracking of the spiral trajectory can be done in open-loogigping the input signals.

5.3 Results
5.3.1 Tracking Performance

The performance of the closed-loop systems were then dedldar fast tracking of the
CAV and CLV spirals. Both types of spiral were setup to produdgeakpcans withrgng =

6.5 um andnumber of curves- 512, i.e. the diameter of the resulting circular image
consists of 512 pixels. Fig. 5.5 (a) to (f) illustrate traukitrajectories of the CAV spirals

for ws=31.4, 94.3, 188.5, 565.5, 754.0 and 1131.0 radians/s. dhiesponds to scanning
frequencies offs = 5, 15, 30, 90, 120 and 180 Hz, respectively. In order to allcsual
comparison of the tracking trajectories, plots in Fig. &pt¢ (f) were made to display only
the trajectories betweeh0.15 um. It can be observed that the use of the designed feedback
controllers and the shaped input have resulted in excefigciing performance of the CAV

spirals. In order to quantify the tracking performance,RMS tracking errors between the
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Table 5.1 : RMS values of tracking error and total scanning tiax CAV and CLV spiral
scans. Images have a resolution of 51812 pixels.

CAV Spiral CLV Spiral

Ws Erms | tiotal Vs Erms | fotal
(radians/s)| (nm) | (s) (mm/s)| (nm) | (S)
314 2.81 | 51.10|| 0.19 3.60 | 25.55
94.3 4.60 | 17.03| 0.57 7.26 | 8.52
188.5 5.19 | 8.52 1.13 | 10.67| 4.26
565.5 10.38| 2.84 - - -
754.0 11.30| 2.13 - - -
1131.0 | 18.16| 1.42 - - -

desired and the achieved trajectories were calculated @ntalbulated in Table 5.1. The

RMS tracking error is defined as

ERMSZ\/ ! /(;t(’“""(r(t)—ra(t)fdt (5.34)

ttotal

wherer is the desired trajectory (or the radius) age- , /c2 + c§ is the achieved trajectory.

Table 5.1 shows thdfrysincreases as the spiral frequency increases. This incigase
mainly due to the inability of the feedback controller to a@tely track the rapid changes
in the amplitude of the spiral inputs ag is increased. Nevertheless,@f= 113097 ra-
dians/s Ermsstill remains relatively low, i.e. only 0.15 % of the maximwwwanning range

(spiral’s diameter).

Fig. 5.5 (g), (h) and (i) illustrate the tracking trajecemibetweent0.30 um of the
CLV spirals forvs = 0.2, 0.6 and 1.1 mm/s. The valueswgfwere calculated using; =
Wend' engWherewsng= 31.4, 94.3 and 188.5 radians/s. As mentioned earlier, the<pinl

scans were implemented in a reversed order, that is fgggto rsiarr. Fig. 5.5 (g) shows
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Figure 5.5 : First two columns: (a) - (f) Tracking trajecemiof CAV spirals between
betweent0.15 um in closed-loop fors = 31.4, 94.3, 188.5, 565.5, 754.0 and 1131.0 ra-
dians/s. Third column: (g) - (i) Tracking trajectories of Ckgirals betweer-0.30 um in
closed-loop foivs = 0.2, 0.6 and 1.1 mm/s. The pitch of the spirals was set at 244
Solid line is the achieved response and dashed line is theeddsjectory.
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that relatively good tracking was obtained fer= 0.2 mm/s. However fovs = 0.6 and

1.1 mm/s, Fig. 5.5 (h) and (i) illustrate very little trackingeve achieved in a small region
surrounding the center of the spirals where the frequenoyocments of the input signals
have increased to well beyond the bandwidth of the closed-kystem. Nonetheless,
Table 5.1 shows that tHersfor the CLV spirals is still relatively small since most of the

tracking errors were limited only to the center of the raaglspiral scan.

5.3.2 AFM Imaging

Having analyzed the performance of the closed-loop systertnacking the CAV and
CLV spirals, we then moved on to investigate the use of sprahsing in generating
AFM images. The spiral scans were setup to produce imagésrwif = 6.5 um and
numbe of curves 512, i.e., the diameter of the resulting circular image ia®f 512 pix-
els. However before performing the spiral scans, the RMS qffpimg errorsEmap,,,s for
the CAV and CLV spirals scans at different angular and lineooies are calculated and
tabulated in Table 5.2. Note that, different sampling figiesfsampwere used in order to
minimize the computing time for searching the nearest kpomt corresponding the each
raster point. Additionally, the sampling frequency is disated by computational power
of the dSPACE rapid prototyping system. Table 5.2 shows HefEap,,, s are very small
and less then the pitch of the spiral trajectory and the rrastimts, i.e., 2544 nm. Thus,

they can be ignored.

A calibration grating NT-MDT TGQ1 with a 20 nm feature-heigind a 3um period
was used as an imaging sample. The AFM was setup to scan tipdesamaonstant-height
contact mode using a contact AFM probe with a nominal sprovgstant of 0.2 N/m and
resonance frequency of about 12 kHz. The constant-heigtibicomode was used here as
the commercial AFM controller that controls the verticabpimning of the scanner is not
fast enough to track the sample topography for fast scansn@each scan, the AFM probe

is deflected due to its interactions with the sample. The@d#jlection was measured and
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Table 5.2 : RMS values of spiral to raster points mapping dooCAV and CLV spiral
scans.

CAV Spiral CLV Spiral
Ws fsamp | Emapws Vs fsamp | Emapws
(radians/s)| (kHz) | (nm) (mm/s) | (kHz) | (nm)
314 10 2.49 0.19 10 2.61
94.3 20 2.64 0.57 20 2.83

188.5 20 3.12 1.13 20 3.49
565.5 40 3.42 - - -
754.0 60 3.51 - - -
1131.0 60 3.75 - - -

later used to construct AFM images of the sample topogrdpigg. 5.6 (a) to (f) illustrate
AFM images generated using the CAV spiral scans with= 31.4, 94.3, 188.5, 565.5,
754.0 and 1131.0 radians/s.

Figs. 5.7 (a) to (c) illustrate the cross-section curveshese spiral scanned images at
abouty = 0 um. The cross-section curves were taken in parallel to tharsgorofile of
the calibration grating. Note that, we used the probe déflecheasurement df; = 5 Hz
scan to calibrate the probe deflection measurements of stharfrequencies to the height
of the calibration grating. This is possible because th&é@eflection is very small and
thus linear. It can be observed from Figs. 5.6 and 5.7 thatbteined images are of a good
guality and the lateral and vertical profiles of the calilmatgrating are well captured. In
particular, the images are free from typical distortiongseal by tracking errors, scanner
vibrations, hysteresis and creep. It is also worth mentigtihat the area around the edges
of the images was also well imaged. However, during fastseath ws = 565.5 radians/s

and above, a wave-like artifact can be observed around tiee edges of the AFM images.



94

(2) fs=5Hz (d) f;= 90 Hz

(g) vo=0.2mm/s

y (pm)

=
325 0 3.25 6.5
X (pm)
(h) vg= 0.6 mm/s

&
O

y (um)

of
i

-3.25 0 3.25 6.5
x (um)
(i) vs=1.1mm/s

¥ (pm)

3.5 325

325 6.5 T%s 3.25

0 0 3.25 6.5 %5 325 0 3.25 6.5
x (pum) x (um) X (pm)

Figure 5.6 : AFM images of NT-MDT TGQ1 grating scanned in elddoop using the CAV
spiral scanning mode for (a) - (fs = 5, 15, 30, 90, 120 and 180 Hz (which corresponds
to ws = 31.4, 94.3, 188.5, 565.5, 754.0 and 1131.0 radians/s) ang tlee CLV spiral

scanning mode for (g) - (ys = 0.2, 0.6 and 1.1 mm/s. Theumber of curvesor these
AFM images was set to 512.
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Figure 5.7 : Cross-section (solid) and reference (dashesuwfthe AFM images illustrated
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in Fig. 5.6 (a) to (i). The cross
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Figure 5.8 : Probe deflection signals showing the profile efdalibration grating for (a)
ws = 31.4 radians/s and (la)s = 754.0 radians/s.

Upon a closer examination of the probe deflection signalsfamed that the wave-
like artifacts were a result of the excitation of the prolre’sonance~ 12 kHz). Fig. 5.8
illustrates the probe deflection signals between 5.98 and 6.0Qum for ws = 31.4 and
754.0 radians/s. Fig. 5.8 (a) shows that during a low-spead the probe deflection signal
is free of probe’s vibrations. However, at a fast scan, Fi§.(6) shows that due to the
existence of sharp corners in the topography of the sampléheaprobe goes through a
full circle, it faces step-like changes that tend to exddeaésonance frequency. This effect
is much more profound when the sample is scanned at highdreges. Thus, the image
quality can be improved by using a stiffer micro-cantilev&his should allow for much

higher scan frequencies, approaching the first resonartbe gstanner.

Next, a similar AFM setting was used to generate similar iesagsing the CLV spiral

scanning mode. Fig. 5.6 (g), (h) and (i) illustrate the gatext AFM images fovs = 0.2,
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Figure 5.9 : AFM images of NT-MDT TGQ1 grating scanned in of@op using the CAV
spiral for (a) - (c)fs =5, 30, and 90 Hz. Theumber of curvefor these AFM images was
setto 512.

0.6 and 1.1 mm/s. Fars = 0.2 mm/s, it can be observed that the profile of the calibmatio
grating was well imaged. This is in agreement with the goadking performance achieved
at this scanning speed as illustrated in Fig. 5.5 (g). Howelee higher values ofvs,
Fig. 5.6 (h) and (i) illustrate that a small hole-like artifas formed at the center of each
image. This is due to the loss of tracking control when thguency components of the
input signals have increased to well beyond the bandwidthetlosed-loop system. The
lack of tracking control has also resulted in a slightly skdwAFM image around the center

of the spiral forvs = 1.1 mm/s.

Finally, we would like to evaluate the capability of the CAVirsph scans in generat-
ing the AFM images when operated in open loop . The use ofesifighuency input as
mentioned in Section 5.1.1 would allow the open-loop tragkof the CAV spirals to be
performed rather accurately. However, to achieve this,haseto deal with the nonlineari-
ties of the piezoelectric tube scanner, particularly wisthresis and creep. In this work,
the effect of hysteresis was significantly reduced by theofiiee charge amplifiers instead
of voltage amplifiers to drive both axes of the scanner. Astliercreep, its effect was
minimized by simply waiting a considerable amount of timeifdo disappear before per-

forming the scans. Fig. 5.9 (a), (b) and (c) illustrate AFMages generated using the CAV
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spiral scans operated in open loop fge= 5, 30 and 90 Hz. It can be observed from these
images that the spiral scanning method works surprisingif when operated in open-
loop. This could be partially due to the fact that by contngllcharge, we have managed
to substantially minimize the effect of hysteresis. Howggeen if the scanner were driven
with voltage amplifiers, the hysteresis nonlinearity condtle been compensated for by
perturbing the input signal. This would be rather straigitvard due to the single-tone

nature of signals applied to tixe andy- electrodes of the piezoelectric tube scanner.

5.4 Summary

In this chapter, we demonstrated how CAV and CLV spiral scansbeaused to obtain
AFM images. It is possible to achieve fast atomic force nscopy using the CAV spiral
scanning, but other issues like the vibrations in the AFMoproeed to be considered and
addressed. The use of CLV mode spiral scanning requires adaigtiwidth controller for
accurate tracking of the input signals. Apart from the abmentioned artifacts formed
at the center of the CLV spiral, the obtained AFM images hawedgyualities. We also
demonstrated that the proposed method could work well witliging a feedback con-
troller around the AFM scanner. The possibility of usingrapscanning in other SPM

applications such as STM should also be explored in thedutur
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Chapter 6

Conclusions

This thesis explored several ways of improving the speedamcdracy of piezoelectric
tube scanners, in particular, for the use in atomic force@smopy. First, a high-bandwidth
low-noise controller was designed for a prototype pieztdletube scanner by utilizing
displacement measurements from a capacitive sensor atafeaignals induced in the
piezoelectric tube. Here, a two-input one-outpiit controller was designed to utilize the
capacitive sensor measurements at low frequencies (b&€6wviHz), including at DC, and
the induced piezoelectric voltage signal for higher fregpyemeasurements. By keeping
the capacitive sensor bandwidth low, the effect of sens@enon the overall system is
significantly reduced. For RMS value of the sensor noise bdlawn, the designe#.,
controller achieves a closed-loop bandwidth more tharettirees that can be obtained

from a controller utilizing the low frequency capacitivenser measurement alone.

Second, the focus of this thesis was shifted from a protopygzoelectric tube scanner
to one used in a commercially available AFM. The use of the Adildw for a more thor-
ough and a reliable evaluation of performance of our costbemes. The implementation
of controllers in the commercial AFM was not a trivial taskiaisivolved integration of a
dSPACE rapid prototyping system and external voltage anthersources into the elec-
tronic components of the device. Additionally, developtr@Matlab codes for generating
raster inputs and plotting the scanned images were alsotodrxidone. Here, a PPF con-
trol scheme was designed and implemented for vibration emssecoupling compensation
in the lateral axes of the AFM’s piezoelectric tube scanibe implementation of the PPF

control scheme resulted in a high closed-loop bandwidtb (8), and a damping of more
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than 30 dB at the scanner’s first resonant mode. These impreavs were achieved with
a third order controller that is very straightforward to ieqpent using either analog or
digital methods. Experimental results show that by impletimg the PPF control scheme,
relatively good AFM images in comparison with a well-tundaéntroller (the AFM stan-

dard controller) can still be obtained up to line-scan of &) €., beyond the 30 Hz scan

frequency set by the AFM standard software.

Finally, a spiral scanning method for fast atomic force wsoopy was described in
this thesis. The equations needed to generate the spired Bt&AV and CLV modes were
derived. Comparison between the CAV and CLV modes were madedar ¢o evaluate
the advantages and disadvantages of each mode. In the CA sgan, the use of the
single frequency input signals allows for scanning to bdgoered at very high speeds
without exciting the resonance of the scanner. In this wexkerimental results obtained
by implementing this scanning method on a commercial AFMciai@ that the obtained
images are of a good quality and the profile of the calibragjating is well captured up
to scan frequency of 180 Hz with a scanner where the first essmnfrequency is 580 Hz.
It was found that the accuracy and quality of the images nbthat higher scanning speed
were limited by the resonance frequency of the micro-caveil. By using a stiffer micro-
cantilever, much higher scan frequencies approaching #ehamical bandwidth of the
piezoelectric tube scanner are possible. Neverthelesei€AV mode, the linear veloc-
ity of the spiral trajectory is not constant. This may not béable for scanning samples
where the interaction between the probe and the sample teebdslone at constant linear

velocity.

In the CLV spiral scan, the linear velocity is kept constantvayying the input fre-
guency according the position of the spiral trajectory wibpect to the origin of the spiral.
In order to perform fast scanning in CLV spiral scan, a highdvadth feedback controller

is needed to track the spiral trajectory. Tracking error assalt of limited bandwidth of
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the feedback controller can be constrained to a small regioand the origin of the spi-
ral, where the frequency of the input signal is very high, implementing the scan in a
reversed order. That is, starting from the outer radiusutindo the origin of the spiral. A
comparison in terms of the total scanning time between thralgzan and the raster scan
was also performed. It was derived that for the same scandrery, an image of equal
area and pitch could be generatgd (~ 1.77) times faster using a CAV spiral scan than a
raster scan. As for the CLV spiral, for the same linear veypeaih image of equal area and

pitch can be generated two times faster using a CLV spiral d@ana raster scan.

Future works of this thesis should include studies of waysdmpensate unwanted
motions along the vertical axis of the piezoelectric tubeirduthe scanning motion in
the x-y plane. The main sources of these motions are the verticgadl&gons due to the
lateral deflection of the piezoelectric tube and the induabrhtions due to the excitation
of the out-of-plane resonant modes. It is important to minégthe unwanted motions
because they will interact directly with the measuring grabd cause errors in the scanned
images. The idea of using “complementary” sensor for adhiehigh-bandwidth low-
noise controller should be evaluated further by using tl@mser to obtain AFM images.
The possibility of obtaining atomic resolution AFM imageshégh speed by using this
scanner in closed-loop should be sufficient to motivate eékeduation. The use of spiral
scanning in AFM should be expanded. Experiments should bieedaut to evaluate the
effect of using stiffer micro-cantilever in order to gerteraccurate and high quality AFM
images at higher scanning speeds. The prospect of usirad spanning in dynamic AFM

mode and other SPM applications such as STM should also berespn the future.
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This appendix consists three publications that are outsdnoen the author’s early PhD
studies. However, the results from these publications ateneluded in the main body
of this thesis as they are in a different field. The inclusibthese publications here is to

provide a complete picture of his PhD work.
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Precise Tip Positioning of a Flexible Manipulator
Using Resonant Control

Iskandar A. Mahmood, S. O. Reza Moheimani, Senior Member, IEEE, and Bharath Bhikkaji

Abstract—A single-link flexible manipulator is fabricated to rep-
resent a typical flexible robotic arm. This flexible manipulator is
modeled as an SIMO system with the motor torque as the input
and the hub angle and the tip position as the outputs. The two
transfer functions are identified using a frequency-domain system
identification method, and the resonant modes are determined.
A feedback loop around the hub angle response with a resonant
controller is designed to damp the resonant modes. A high-gain
integral controller is also implemented to achieve zero steady-state
error in the tip position response. Experiments are performed to
demonstrate the effectiveness of the proposed control scheme.

Index Terms—Flexible manipulator, integral controller, reso-
nant controller, tip positioning.

I. INTRODUCTION

NCREASING demands for high-speed manipulation and

high payload-to-weight ratio in robot manipulators has trig-
gered a significant growth in research and development activ-
ities on flexible manipulators. These manipulators constitute a
suitable choice to realize such demands since they are light in
weight, require only small-sized actuators and consume low en-
ergy for actuation [1]. However, designing feedback controllers
to operate these systems at high speeds is a challenging task.
The control system must be designed not only for precise tip
positioning but also for suppressing vibrations associated with
the flexible nature of the manipulator.

In order to achieve higher precision in the tip positioning, the
use of tip position measurement is essential. In [2], Cannon and
Schmitz initiated the experiment to control the tip positioning of
a flexible manipulator by using measurements from a tip posi-
tion sensor as a feedback input. They designed an linear qudratic
Gaussian (LQG) controller and the obtained results suggested
a satisfactory step response with accurate tip positioning. How-
ever, the LQG controller was not robust with respect to modeling
errors. Since then many researchers, such as [3]-[8], have used
the tip position measurement as feedback input to control the
positioning of flexible manipulators.

In [6], the authors presented a two-feedback-loop control
scheme to improve the closed-loop system robustness of the
controller proposed in [2]. The controllers in the inner and outer
loop were of LQG and H, designs, respectively. The LQG
controller was designed to introduce sufficient damping to the
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flexural modes and the H, controller was designed for the pur-
pose of increasing robustness and disturbance attenuation. Their
simulation results illustrated an improvement in the closed-loop
system robustness. However, the control scheme resulted in a
high-order controller. A two-feedback-loop control scheme was
also implemented by Feliu ef al. in [4]. The inner and outer
loops were used to control the motor position and tip position,
respectively. In the outer loop, in contrast to [2], the motor po-
sition was used as the control signal instead of the current. As a
result, the motor response needs to be significantly fast in order
to counter the motion produced by the vibrational modes of the
arm, making this method ineffective to suppress high-frequency
vibrations. In [9] and [10], direct strain feedback (DSFB) con-
trol strategy was used to suppress the vibrations in a flexible
manipulator. This control strategy managed to increase the stiff-
ness of the flexible manipulator and caused it to undergo smaller
vibration levels while in motion. It was noted in [9] that from
a practical engineering perspective, this control strategy is only
suitable for speed reference motor, where only the strain sig-
nal is needed for feedback. However, if a torque control motor
is used, the time rate of change of strain, which is difficult to
measure, is needed for feedback.

In this paper, an experimental flexible manipulator setup is
fabricated to represent a typical flexible robotic arm. Frequency-
domain system identification is used to model the flexible ma-
nipulator, and a control scheme is developed such that vibra-
tions are suppressed using a collocated measurement while tip
positioning is achieved using a noncollocated measurement.
The control scheme consists of two feedback loops with each
feedback loop having a specific purpose. The inner loop con-
tains a resonant controller that adds damping to the flexible
manipulator. It utilizes the hub angle measurement provided
by a shaft encoder and guarantees that the closed-loop sys-
tem remains stable in the presence of out-of-bandwidth dy-
namics, as described in [11] and [12]. In the outer loop, an
integral controller is implemented for precise tip positioning
using measurements of the tip deflection and hub angle. The
integral controller ensures zero steady-state error for a step
input.

Successful utilizations of resonant controllers for vibration
suppression in flexible structures have been reported in [11]
and [12]. This paper reports the first-time application of this
control design approach to flexible manipulators. At the time of
this writing, it is not known how an optimal resonant controller
can be designed. This is mainly due to the nonconvex nature of
the optimization problem associated with the minimization of a
specific performance index. In this paper a graphical approach is
proposed, which results in resonant controllers with satisfactory
performance.

1083-4435/$25.00 © 2008 IEEE
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Fig. 1. Flexible manipulator.
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Fig. 2. Experimental setup for the flexible manipulator.

The remainder of the paper is arranged as follows. Section II
provides a description of the experimental setup. Modeling and
identification of the system transfer functions are presented
in Section III. Control schemes are devised in Section IV. In
Section V, simulation and experimental results are presented
to illustrate the effectiveness of the proposed control schemes.
Finally, conclusions are drawn in Section VI.

II. EXPERIMENTAL SETUP

The flexible manipulator used here consists of an aluminum
beam (0.6 m x 0.05 m x 0.003 m) clamped directly to the shaft
of a Glentek GM4040-41 dc brush servo motor. An illustration
of the experimental setup is presented in Figs. 1 and 2. The motor
was driven by a Glentek GA377 pulse width modulation (PWM)
servomotor amplifier. The motor has a continuous stall torque
of 3.54 N-m and a maximum bandwidth of 58 Hz. The shaft en-
coder of the motor was used to measure the hub angle of rotation.
It has a count of 5000 per revolution, i.e., a resolution of 0.072°.

An infrared light-emitting diode (LED) and a Hamamatsu
S1352 position sensitive detector (PSD) were used for mea-
suring the tip deflection of the beam. The LED was fixed on
top of the hub. A Hamamatsu C5923 signal processing circuit
(SPC) was used to drive the infrared LED and also to convert
the photocurrents into a voltage signal, the magnitude of which
is proportional to the spot light position on the sensor surface. A
dSPACE DS1103 controller board was used for real-time con-
troller implementation. A sampling frequency of 20 kHz was
used in order to avoid aliasing.

III. MODELING AND SYSTEM IDENTIFICATION

In order to accurately model the system for control design,
an experimental approach to modeling (system identification) is
taken. The following frequency response functions (FRFs) are
determined for designing the control system:
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Fig. 3. Identified model (—) and experimental (- --) frequency response of
amplifier input voltage u to hub angle 6}, .
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Fig. 4. Identified model (—) and experimental (- --) frequency response of
amplifier input voltage u to tip deflection wyp, .
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where u(t) is the input voltage, ) (t) is the hub angle mea-
sured by the shaft encoder, wy,(t) = w(L,t) is the flexu-
ral tip deflection measured by the PSD. It is worth noting
that the tip position w;,(t) = y(L,t) can be described by
y(L,t) = w(L,t) + LB (t), which leads to the expression
Gz/np u (iw) = Gwnpu (iw) + LGy, u (iw) . (3)

A dual-channel HP35670A spectrum analyzer was used for
determining the FRFs. A band-limited random noise signal (2—
102 Hz) was generated using the spectrum analyzer and applied
to the motor as the input, «(¢). The corresponding outputs 6}, (¢)
and wy;,, (t) were also recorded using the spectrum analyzer. The
input—output data was processed to generate the FRFs (1) and
(2) in a nonparametric form. In Figs. 3 and 4 the nonparametric
FRFs of (1) and (2) are plotted along with the corresponding
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parametric fits

420.73 (s* + 0.5028s + 1305)
s (s +1.65) s> + 15.35s + 1.596 x 10*

y s2 4+ 1.437s + 5.462 x 10*
s2 4+ 20.9s + 1.015 x 10°

Gy, u (3) =

@

and
—31153.01
52 4+ 15.355 4+ 1.596 x 104

o s +3.108s + 6.386 x 10*
52 +20.95 +1.015 x 10° °

Note that the poles characterizing flexible modes of the beam in
G, (s) and Gy, (s) are identical. This property is common
to all flexible structures. Data beyond 80 Hz were discarded in
Figs. 3 and 4 as these frequencies were far beyond the maximum
bandwidth of the motor. Fig. 3 illustrates the collocated nature
of Gy, . (s), where the phase is always between 0° and —180°.

Gwnpu (s) =

&)

IV. CONTROLLER DESIGN

This section discusses and details the control design scheme
proposed in this paper. The control scheme consists of two
negative feedback loops. The inner loop is designed to add
damping to the flexible manipulator and the outer loop provides
precise tip positioning.

A. Resonant Controller Design (Inner Loop Controllers)

Feedback controllers that increase the effective damping and
at the same time guarantee unconditional stability of the closed-
loop system are always preferred since they avoid closed-loop
instabilities due to spillover effects [13]. It is known that collo-
cated velocity feedback controllers [13] possess such properties.
However, the implementation of this controller requires the re-
alization of a differentiator, which is not possible for systems
with large bandwidth. Another drawback of the velocity feed-
back controller is that it results in a high control effort over
all frequencies. Ideally, for vibration damping purposes, the
control effort should be restricted to the resonance frequencies
only. Resonant controllers are a class of feedback controllers
that guarantee unconditional closed-loop stability of collocated
systems, [11], [14]. The model structure of resonant controllers
is such that they approximate a differentiator over a narrow
bandwidth around the resonance frequencies of the structure.
The motivations for their model structure comes from passive
RL network controllers used for piezoelectric shunt damping,
see [15] and [16]. A detailed discussion on the connections be-
tween passive R L network controllers and resonant controllers
can be found in [17].

As the poles characterizing the flexible modes of Gy, ,, (s) and
Gy, u(s) are identical, system resonances can be damped by
designing a feedback loop around either Gy, , (s) or Gy, . (5).
Here, Gy, ., (s) is chosen as its collocated nature guarantees an
unconditional closed-loop stability with resonant controllers.
Damping can be achieved by shifting the closed-loop poles of
G, « (s) deeper into the left-half plane (LHP).
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versus ov1 and d1, for the first flexible mode.

In the current context, the resonant controller can be param-
eterized as

=

aisz

K@ — 5 . as 9 6
(S) L:Zl 52 +257jw715+w3 ©

where «;, 0;, 6;, and w; are the design parameters and N is the
number of modes that need to be controlled [12]. As only the
first two resonant modes are considered, NN is set to 2, which
implies

K® (s) = K{ (s) + K% (s) 7

where

Oéis2

(8) 82 + 257jw7j5 + w,? ’

i=1,2. ®)
As mentioned in Section I, an optimal resonant controller design
has not yet been reported. The approach taken here to determine
the parameters is similar to the one mentioned in [11], where
each resonant filter is determined independently. It is possible
to do so since interactions of the resonant filters are marginally
coupled. As the filters K{(s) and K§(s) are targeted to damp
the first and the second resonant modes of the plant, the values
of w; and wy are set to the first and second resonance frequen-
cies of the beam, respectively. In order to determine the other
parameters, the following method is adopted. Assume that only
K{(s) exists in the feedback loop. The values of «; and d;
are chosen such that the absolute value of the difference h;
between the real parts of the open-loop and closed-loop poles
corresponding to the first resonant mode is maximized. Fig. 5(a)
shows that for a given range of o1 (0 < a; < 150), there exists
a value of 9; that maximizes the absolute value of h;. Similarly
to determine cvp and J9, it is assumed that the filter K¢ (s) is not
part of the feedback loop and s and &, are chosen such that
the difference ho, between the real parts of the open-loop and
closed-loop poles corresponding to the second resonant mode,
is maximized. Fig. 5(b) illustrates that for a given range of
as (0 < «; < 150), there exists a value of do that maximizes
the absolute value of ho. The controller obtained by using the
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Fig. 6. Plot of the distance between the open-loop and closed-loop poles ha
versus «o and do, for the second flexible mode.

aforesaid method is

15052
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n 150s°
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Note that in closed loop, the resonant controller K (s) will
not shift the pole located at the origin. This can be seen by
setting Gy, o (s) = a(s)/sb(s), Gy, u(s) =m(s)/sb(s),and
K (s) = s*p(s)/q (s), where a(s), b(s), m(s), p(s), and g(s)
are appropriately defined, and noting that

(cl) (5) = Gah - (S)
B s 14+ K« (s)Gy,u ()

_1 a(s)q(s)
s ((J(S)b(S) + Sp(S)a(S))

(10)

and
G:tmpu (3)
1+ K (s)Gg,u (s)
1 m(s)q(s)
s (q(S)b(S) +sp(8)a(8)>'

Gz(/ffgu (s) =

1D

B. Outer Loop for Positioning

Here, an integral controller K1,y = K /s is designed for the
outer feedback loop to achieve precise tip positioning. The con-
troller is designed such that the tip response to a step input would
satisfy the following specifications: 1) zero steady-state tip po-
sition error, 2) rise time and settling time of less than 1 and 1.5
seconds, respectively; and 3) overshoot of less than 2%. How-
ever, direct application of an integral controller to Géffg u. (8)
can be problematic (11). This can be verified by observing the
root locus of the net closed-loop tip response

K /s Gyl ()
1+ Kj/s G?S(:il)z“o(s)

(12)

500 -
400 :
300
& 200 )
Z :
= 100 z
g 0 @ e—g ------
e G
£ -100 :
200 ;
-300
-400
-500 i
2500 -400  -300  -200  -100 0 100

Real Axis

Fig.7.  Rootslocus for Gy, v (s) withresonantcontroller K (s) and integral
controller K /s in the feedback loops, as K increases.
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Fig. 8. Enlarged roots locus for Gy, (s) with resonant controller K (s)
and integral controller K7 /s in the feedback loops, as K increases.

obtained by varying K. The locus plot is presented in Fig. 7(a)
and shows that for any K; > 0, the closed-loop transfer function
(12) is unstable. In Fig. 7(b), an enlarged version of Fig. 7(a)
around the origin is presented. It shows two locus paths starting
from the origin and lying entirely in the right-half plane (RHP)
thereafter, demonstrating instability.

A standard way to correct this problem is to add a compen-
sator C'(s) to the resonant controller, i.e., replace the resonant
controller K* (s) by K, (s) = K*(s) + C(s), so that the pole at
the origin is shifted into the LHP; see Fig. 9 for an illustration. In
order to avoid a large increase in the model order of the controller
and, at the same time push the pole at the origin well into the
LHP, a phase-lead compensator, C (s) = Kp; (s + 2)/(s +p)
where K, z, and p are the design parameters, is used. Here,
the parameters are determined through pole placement, follow-
ing guidelines in [18, Ch. 10]. Here we set the compensator,
C(s) =70 (s + 10)/s + 70, which implies that the augmented
resonant controller is equal to

Ko (s) = 70 (s + 10) 15052
T s 4+70 52 4+ 378.3s + 1.59 x 104
1502

13)

+32 +445.85 +1.014 x 105"
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Ytip

Fig. 9. Augmented resonant controller K, (s) and integral controller.
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Fig. 10. Enlarged roots locus for G, tipu (s) with augmented resonant con-
troller K, (s) and integral controller in the feedback loops, as K is varied.

Fig. 10 shows an enlarged root locus of (12) with K(s) re-
placed by K, (s). It can be seen that by shifting the system pole
at the origin into the LHP, some parts of the two locus paths are
in the LHP, allowing for some values of K7 to result in a stable
closed-loop system.

V. SIMULATIONS AND EXPERIMENTAL RESULTS

This section presents simulation and experimental results ob-
tained from the control scheme proposed in this paper.

A. Resonant and Integral Controller

The performance of the augmented resonant controller K, (s)
was evaluated first. Fig. 11 shows the simulated and measured
closed-loop frequency responses of Gy, ., (s). It is evident that
the experimental results match the simulations except near the
second resonant mode. This is due to the fact that the second
resonance is very close to the maximum bandwidth of the motor.
The frequency range of the simulated frequency response was
extended to cover 1-100 Hz range to illustrate that the pole at
s = O has been shifted to the left by the phase-lead compensator.

In Fig. 12, experimentally determined closed-loop frequency
responses of G, , (s) and Gy, . (5) are plotted along with
their corresponding open-loop frequency responses. A signif-
icant damping in the first and the second resonances of both
Go,u (s) and Gy, (s) is evident from the plots. In particular,
Fig. 12(a) illustrates 20 and 19 dB damping on the first and
second resonant modes of Gy, ,, (s), respectively. Furthermore,

IEEE/ASME TRANSACTIONS ON MECHATRONICS, VOL. 13, NO. 2, APRIL 2008

Magnitude (dB)

-100
-150
-200
-250 &

Phase (degree)

f (Hz)

Fig. 11. Simulated (—) and experimental (---) closed-loop frequency re-
sponses of amplifier input voltage u to hub angle 6}, using augmented resonant
controller K, (s).
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Fig. 12.  Open-loop (---) and closed-loop (—). Frequency responses using
augmented resonant controller K, (s). (a) Amplifier input voltage u to hub
angle 0}, . (b) Amplifier input voltage u to tip deflection wy;y, .

Fig. 12(b) shows damping of 18 dB on the first and second
resonant modes of G, 4 (5).

Having the flexible manipulator significantly damped by the
resonant controller, experiments were performed to slew the tip
to a set point yi, = mL/4 m, with the initial position being set
to zero. Initially, the tip was slewed in open-loop to obtain the
open loop time response of the tip position and tip deflection.
The amount of time taken and the input voltage u needed to be
applied to the motor in order to slew the tip to the set point was
determined through simulation. Fig. 13 illustrates that the open-
loop control resulted in a tip position response with a large
steady-state error, long rise and settling times, and a highly
oscillating tip.

Similar slewing experiments were performed with an inte-
gral controller in the outer feedback loop. Here, the root locus
approach was used in selecting the integral controller gain K7,
such that the tip response of the flexible manipulator satisfied
the necessary specifications. Fig. 14(a) shows the closed-loop
time response of tip position y;, with K7 = 30. It is apparent

Authorized licensed use limited to: University of Newcastle. Downloaded on October 15, 2009 at 03:10 from IEEE Xplore. Restrictions apply.



MAHMOOD et al.: PRECISE TIP POSITIONING OF A FLEXIBLE MANIPULATOR USING RESONANT CONTROL 185
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Fig. 13. Experimental (—) and simulated (——). Time response of (a) tip
position i, and (b) tip deflection wy;j, , in open loop.
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Fig. 14. Experimental (—) and simulation (——). Time response of (a) tip
position i and (b) tip deflection wy;p,, using augmented resonant controller
K, (s) and integral controller for K; = 30.

from the plot that y;,, has a zero steady-state error, a zero over-
shoot, a rise time of 0.5 s, and a settling time of 1.0 s. The high
gain in K has allowed the tip position to have zero steady-state
error in 1.3 s. Fig. 14(b) illustrates that the resonant controller
completely suppresses the tip vibrations during, and at the end
of the slewing maneuver.

A faster response of i, can be obtained by increasing the K7,
but this comes at the expense of a higher overshoot. Fig. 15(a)
shows the response y;, when K7 is increased to 45. The rise
and settling times have decreased to 0.2 and 0.6 s, respectively,
while the overshoot has increased from 0 to 6.6%. It is worth
noting that, even for a faster tip position response, Fig. 15(b)
does not show any indication of tip vibrations.

B. Illustration of Robustness

The first robustness test was performed by attaching a certain
amount of mass to the tip to alter the dynamics and natural
frequencies of the flexible manipulator. This test is performed
to study closed-loop performance of the controller with a change

(a)
0.8
1 15 2 25 3
(b)
1 1.5 2 25 3
t(s)

Fig. 15. Experimental (—) and simulation (——). Time response of (a) tip
position i, and (b) tip deflection wy;;,, using augmented resonant controller
K, (s) and integral controller for K = 45.

()

0.8
1.5 2 2.5 3
(b)
15 2 2.5 3
t(s)

Fig. 16.  Time response of (a) tip position yy;, and (b) Tip deflection wy;,
using augmented resonant controller K, (s) and integral controller with tip
mass = 92 g (—), tip mass = 35 g (——), and no mass (.. .).

in payload. Two masses are used here; the first has a weight of
35 g (which is 14% of the flexible beam weight) and a second
one has a weight of 92 g (which is 35% of the flexible beam
weight). With these masses at the tip, no elevation in the tip
vibrations was observed, but there was a small overshoot in the
Yip Tesponse (Fig. 16). However, the overshoot is still within
the given specifications.

The second robustness test was performed against the size of
input commands. Fig. 17 demonstrates no loss of performance
in the y;;, and wy;, responses when the larger input command
of 7L/2 m was used. The Yiip response still has similar rise
time, settling time, and overshoot regardless of the larger input
command.

VI. CONCLUSION

In this paper, frequency-domain system identification was
used to model a single-link flexible manipulator. The identi-
fied models have accurately predicted the frequency and time
responses of the flexible manipulator in open and closed loop.
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Fig.17. Timeresponse of (a) tip position 3, and (b) tip deflection wy, , using
augmented resonant controller K, (s) and integral controller for large-step input
command, 7 /2 m experimental (—), simulation (- - -) and for small-step input
command 7L /4 (——) m.

The transfer functions characterizing the collocated hub angle
05, (t) response to the input u(t) and the noncollocated tip po-
sition y;, (¢) response to the input u(t) were found to have the
same dynamic modes. This allows for the damping of the tip
position i, (t) response, indirectly, by damping the collocated
hub angle 6, (¢) response. A resonant controller was designed
to damp the highly resonant modes of the flexible manipula-
tor. The resonant controller performed successfully in damping
those modes. The resonant controller was also augmented with a
phase-lead compensator to enable it to be used with a high-gain
integral controller to achieve precise tip positioning. It was also
found that the proposed control scheme was robust to perturba-
tions in the resonance frequencies of the flexible manipulator
and the size of the input command.
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Precise Tip Positioning of a Flexible Manipulator
using Resonant Control

I. A. Mahmood, S. O. R. Moheimani and B. Bhikkaji

Abstract— A single-link flexible manipulator is fabricated to
represent a typical flexible robotic arm. This flexible manipula-
tor is modeled as a SIMO system with the motor-torque as the
input and the hub angle and the tip position as the outputs.
The two transfer functions are identified using a frequency-
domain system identification method. A feedback loop around
the hub angle response with a Resonant controller is designed
to damp the resonant modes. A high gain integral controller
is also designed to achieve zero steady-state error in the tip
position response. Experiments are performed to demonstrate
the effectiveness of the proposed control scheme.

I. INTRODUCTION

Increasing demands for high speed manipulation and high
payload to weight ratio in robot manipulators has triggered
a significant growth in research and development activities
on flexible manipulators. These manipulators constitute a
suitable choice to realize such demands since they are
light in weight, require small sized actuators and consume
low energy for actuation [1]. However, designing feedback
controllers to operate these systems at high speeds is a chal-
lenging task. The control system must be designed not only
for precise tip positioning but also for suppressing vibrations
associated with the flexible nature of the manipulator.

A wide range of control schemes such as linear quadratic
gaussian (LQG) [2], linear quadratic regulator (LQR) [3],
H,, control [4] and p-synthesis [5] have been used for
the positioning of flexible manipulators. In [2], Cannon and
Schmitz designed an LQG controller and used measurements
from a noncollocated tip position sensor as the controller
input. Their results suggested a satisfactory step response
with accurate tip positioning. However, the LQG controller
was not robust with respect to modeling errors and was
of a very high order. In [6], the authors improved the
closed-loop system robustness of [2] by wrapping a second
feedback loop, consisting of an H, controller around the
controlled system. The H, controller was designed for the
purpose of incorporating robustness and also for attenuating
disturbances. Simulation results suggested that the control
scheme was more robust to uncertainties such as modeling
errors. The lack of robustness demonstrated in [2], and [6] is
believed to be due to the use of noncollocated sensors which
result in non-minimum phase systems [7]. Nevertheless, the
noncollocated sensors are often used as they are needed for
precise tip positioning.

The authors are with the School of Electrical Engineering
and Computer Science, The University of Newcastle, Callaghan,
NSW 2308, Australia. R. Moheimani is the corresponding author.
Reza.Moheimani@newcastle.edu.au
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In contrast to the research reported in the above references,
vibration control was given precedence over tip positioning
in [8] and [9]. In [8] the author proposed a direct strain
feedback (DSFB) control strategy to introduce a damping
term into the differential equation governing the vibration of
the flexible manipulator. This control strategy managed to
increase the stiffness of the flexible manipulator and caused
it to undergo smaller vibration levels while in motion. In
[9], a sliding mode controller was formulated to control the
tip position of a flexible manipulator subjected to parameter
variations. The authors showed via simulations that the con-
troller performed better in regulating vibrations when initial
conditions were incorporated into the designed controller.

In this work, an experimental flexible manipulator setup
is fabricated to represent a typical flexible robotic arm. A
control scheme is developed such that the vibration sup-
pression is achieved using a collocated measurement and
tip positioning is done using a noncollocated measurement.
The control scheme consists of two feedback loops with
each feedback loop having a specific purpose. The inner
loop contains a Resonant controller to add damping to the
flexible manipulator. The Resonant controller utilizes the
hub angle measurement provided by a shaft encoder and
guarantees that the closed-loop system remains stable in the
presence of out-of-bandwidth dynamics, [10] and [11]. In
the outer loop, using tip position measurements, an integral
controller is implemented for precise tip positioning. The
integral controller ensures zero steady-state error for a step
input.

Successful utilizations of Resonant controllers for vibra-
tion suppression in flexible structures have been reported in
[10], [11] and [12]. This paper reports the first-time applica-
tion of this control design approach to flexible manipulators.
At the time of this writing it is not known how an optimal
Resonant controller can be designed. This is mainly due to
the non-convex nature of the optimization problem associated
with minimization of a specific performance index. In this
paper a graphical approach is proposed, which results in
Resonant controllers with satisfactory performance.

The remainder of the paper is arranged as follows. Sec-
tion II provides a description of the experimental setup.
System identification of the system transfer-functions are
presented in Section III. Control schemes are devised in
Section I'V. In Section V, simulation and experimental results
are presented to illustrate the effectiveness of the proposed
control schemes. Finally, the paper is concluded in Sec-
tion VL
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Fig. 2. Experimental setup for the flexible manipulator

TABLE I
MECHANICAL PROPERTIES OF THE FLEXIBLE MANIPULATOR

Properties Values
Length, L 0.6 m
Thickness, hq 0.003 m
Width, v 0.05 m
Linear density, p 0.3975 kg/m

Radius of hub, r 0.025 m
Modulus of elasticity, F 6.894 x 100 Pa
Hub moment of inertia | 1.850 x 10~3 Kg.m?

(including motor), I,

II. EXPERIMENTAL SETUP

The experiments were performed in the Laboratory for
Dynamics and Control of NanoSystems at The University
of Newcastle, Australia. The flexible manipulator used here
consists of an aluminum beam clamped directly to the shaft
of a Glentek GM4040-41 DC brush servo motor. A detailed
illustration of the experimental setup is presented in Fig. 1
and 2. The dimensions and the mechanical properties of
the beam are given in Table I. The motor was driven by a
Glentek GA377 pulse width modulation (PWM) servomotor
amplifier. The shaft encoder of the motor was used to
measure the hub angle of rotation. The shaft encoder has
a count of 5000 per revolution, i.e. a resolution of 0.072
degrees.

An infrared light-emitting diode (LED) and a Hamamatsu
S1352 position sensitive detector (PSD) were used for mea-
suring the deflection of the tip of the beam. A dSPACE
DS1103 controller board was used for real-time controller
implementation. A sampling frequency of 20 kHz was used
in order to avoid aliasing.

ITII. SYSTEM IDENTIFICATION

In this work, an experimental approach is taken to model
the dynamics of the flexible manipulator. The following

1-4244-1264-1/07/$25.00 ©2007 IEEE

(@)

Fig. 3. Identified model (—) and experimental (- -
of amplifier input voltage u to hub angle 6},

-) frequency response

(@)
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Magnitude (dB)
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Fig. 4. Identified model (—) and experimental (- -
of amplifier input voltage u to tip deflection wy;p.

-) frequency response

frequency response functions (FRFs) are determined for
designing the control system:

. A gh (1w)
Gopu (iw) = w(iw) (1
. A wtip(iw)
Guyipu (i) u(iw) 2)
and
Gyipu (iw) = Guyypu (w) + LG,y (iw) 3)

where u(t) is the input voltage, 0y, (t) is the hub angle mea-
sured by the shaft encoder, wy;,(t) = w(L, t) is the flexural
tip deflection measured by the PSD. It is worth noting that
the tip position Y (t) = y(L,t) = w(L,t) + Lo (t), which
leads to the expression (3) for the FRF G, . (iw).

A dual channel HP35670A spectrum analyzer was used for
determining the FRFs. A band limited random noise signal
(2 to 102 Hz) was generated using the spectrum analyzer and
applied to the motor as the input, u(t). The corresponding
outputs 65(t) and wy,(t) were also recorded using the
spectrum analyzer. The input-output data was processed to
generate the FRFs (1) and (2) in a non-parametric form. In
Fig. 3 and 4 the nonparametric FRFs of (1) and (2) are plotted
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along with corresponding parametric fits,

420.73 (2 + 0.50285 + 1305)

Gopu (s) =
o (8) = 3 (s + 1.65) (s2 + 15.355 + 1.596 x 10%)

(s* +1.437s 4 5.462 x 10%)

. (s2 +20.95 + 1.015 x 105) @
and —31153.01
Gunyu (8) = (52 4 15.35s + 1.596 x 104)
(5% +3.108s + 6.386 x 10*) )

X .
(s2 +20.9s + 1.015 x 10°)

Note that the poles characterizing the flexible modes of the
beam in Gy, . (s) and G,,,.(s) are identical. Data beyond
80 Hz were discarded as these frequencies were far beyond
the maximum bandwidth of the motor (which is close to
60 Hz). Fig. 3, clearly illustrates the collocated nature of

Go,u(s).
IV. CONTROLLER DESIGN

This section discusses and details the control design
scheme proposed in this paper. The control scheme consists
of two negative feedback loops.

A. Resonant controller design (Inner loop controller)

Feedback controllers which increase the effective damping
and at the same time guarantee unconditional stability of
the closed-loop system are always preferred, as they avoid
closed-loop instabilities due to spill-over effects [13]. It is
known that a collocated velocity feedback controller [13]
possess such properties. However, the implementation of this
controller requires the realization of a differentiator, which
is not possible for systems with large bandwidth. Another
drawback of the velocity feedback controller is that it results
in a high control effort at all frequencies. Ideally, for vibra-
tion damping purposes, the control effort should be restricted
to the resonance frequencies only. Resonant controllers are
a class of controllers that guarantee unconditional closed-
loop stability of collocated systems. The model structure
of Resonant controllers are such that they approximate a
differentiator over a narrow bandwidth around the resonance
frequencies. Resonant controllers were first proposed in [10].
The motivations for their model structure comes from passive
RL network controllers for piezoelectric shunt damping, see
[14], [15] and [16].

As the poles characterizing the flexible modes of Gy, ..(s)
and Gy, .(s) are identical, system resonances can be
damped by designing a feedback loop around either Gy, ()
or Gy, u(s). Here, G, (s) is chosen due to its collocated
nature. Damping can be achieved by shifting the closed-loop
poles of Gy, (s) deeper into the left half plane.

In general, a resonant controller is defined as

N

PO p— ©)
5= Pt $2 + 20,w;s + w?

1-4244-1264-1/07/$25.00 ©2007 IEEE

Fig. 5. Plot of distance between the real parts of the open-loop and close-
loop poles hi versus a1 and 1, for the st flexible mode.

\\‘\\\
\\\\\\\\\\\\ o

Fig. 6. Plot of distance between the real parts of the open-loop and close-
loop poles hg versus a2 and 2, for the 2nd flexible mode.

where «;, §; and w; are the design parameters, and N is the
number of modes that need to be controlled. In the current
context N = 2, which implies

K (s) = Ki(s) + K2(s), @)
where )
- a1S
Ki(s) = $2 4+ 26 w1 s + w? ®
and )
Ka(s) = 227 ©)

52 4 20awas + w3’

Here, the resonant filters K (s) and K2 (s) are determined
independently. Each wj is set to the i*" natural frequency of
the flexible manipulator and the value of «; and §; are varied
such that the absolute distance between the real parts of the
open-loop and closed-loop poles, h;, is maximized. Fig. 5
and 6 show that for a given range of a; (0 < a; < 150),
there exists a value of §; which maximizes the absolute value
of h;. The controller obtained for this range of « is

15052
K =
(5) = Z 737835 1 150 X 107
n 15052
$2 + 44585 1 1.014 x 105~

(10)
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Better damping can be achieved by increasing the range
of «. However, this would result in a controller that has
a higher gain. The high magnitude could amplify high-
frequency noise which could lead to degradation of the
closed-loop performance. Here, it is possible to determine
the resonant filters independently because there is sufficient
frequency spacing between the system poles and zeros and
the action of the resonant filters is mostly uncoupled [10].

It is worth noting that in closed-loop, the Resonant con-
troller K (s) will not shift the pole located at the origin. This
can be seen by setting

a(s)

Gopu (8) = Sxb(s) (11)
d
) K (s) = 2x20) (12)
T q(s)
and noting that
Geh,u (8)

G = e
1 a(s)
s (q(s)b(s) + 5P(8)a(s)> . (13)

B. Outer loop for positioning

Integral controller was implemented in the outer feed-
back loop to provide precise tip positioning. In designing
the integral controllers, the gross response of the flexible
manipulator to a step input needs to satisfy the following
specifications: 1) Zero steady-state tip position error, 2) Rise
time and settling time of less than 1 and 1.5 s, respectively
and 3) Overshoot of less than 2 %.

An important property of an integral controller is that a
positive error will always result in increasing the control
signal while a negative error will result in a decreasing
control signal, regardless of the magnitude of the error, [17].
This property is desirable because the error introduced by
the motor friction, which becomes visible when the tip is
nearing the given set-point or moving at a very slow speed,
can be eliminated.

In order to wrap an integral controller around G,, .(s)
such that the resulting closed-loop has an acceptable stability
margin, Géili (s) must not have a pole at the origin. This can
be checked using the standard root-locus criterion. A simple
way to correct this problem would be to add or augment the
Resonant controller with a rational function C(s). In other
words the pure Resonant controller in the inner feedback
loop is replaced by

Ka(s) = K(s) + C(s), (14)

see also the illustration in Fig. 7. In order to avoid a large
increase in the model order of the controller and at the same
time push the pole at s = 0 well into the left half plane, a
phase-lead compensator is used,

Kpi (s +a)

s+ 0 (1

O(s) =

1-4244-1264-1/07/$25.00 ©2007 IEEE

Ytip

Fig. 7. Augmented Resonant controller K, (s) and integral controller %

where Kp;,« and 3 are the design parameters.The param-
eters can be chosen using root-locus approach. The use of
of phase-lead compensator and guidelines on pole placement
using them are given in detail in [18].

Here we set
_ 70 (s + 10)

C(s) =

() s+ 170
which implies that the augmented Resonant controller is
equal to

) (16)

15052
52 4 378.35 + 1.59 x 104
15052
+s%+4mss+1014x1M'

70 (s + 10
Ka(s) = ;+70)

a7

V. SIMULATION AND EXPERIMENTAL RESULTS

This section presents simulation and experimental results
obtained from the control schemes proposed in this paper.

A. Resonant and Integral controller

The effect of damping introduced by the augmented Res-
onant controller K,(s) on the resonant modes were first
evaluated. In Fig. 8 the simulated closed-loop frequency
response of Gy, ., (s) is plotted along with its experimental
counterpart. It is evident that the experimental results match
the simulations except near the second resonant mode. This
is due to the fact that the second resonance is very close to
the maximum bandwidth of the motor.

In Fig. 9, experimentally determined closed-loop fre-
quency responses of Gy, (s) and G, (s) are plotted
along with their corresponding open-loop frequency re-
sponses. A significant damping in the first and the second
resonances of both Gy, (s) and Gu,;,« (5) is evident from
the plots. In particular, Fig. 9 (a) illustrates 20 dB and 19 dB
damping on the Ist and 2nd modes of Gy, ,, (s) respectively.
Furthermore, Fig. 9 (b) shows damping of 18 dB on the 15
and 2"% mode of G.,,,u (s), respectively.

Having the flexible manipulator significantly damped by
the augmented Resonant controller, experiments were per-
formed to slew the tip to a set-point Yy, = % m, with
the present position being set to zero. For the sake of
comparison, initially, the tip was slewed in open-loop to
obtain the open-loop time response of the tip position and tip
deflection. The amount of time the input voltage u needed

Authorized licensed use limited to: University of Newcastle. Downloaded on October 15, 2009 at 03:16 from IEEE Xplore. Restrictions apply.



-40

Magnitude
&
(=]

-80

10 10’ 10
f (hz)

Fig. 8.  Simulated (—) and experimental (---) closed-loop frequency
responses of amplifier input voltage w to hub angle 6}, using augmented
Resonant controller K (s).
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Fig. 9. Open-loop (---) and closed-loop (—): Frequency responses of
(a) amplifier input voltage u to hub angle 6}, (b) amplifier input voltage u
to tip deflection wy;, using augmented Resonant controller Ko (s).

to be applied to the motor in order to slew the tip to the set-
point was determined through simulation. Fig. 10 illustrates
that the open-loop control resulted in a tip position response
with a large steady-state error, slow rise and settling times,
and a highly oscillating tip.

Similar slewing experiments were performed with an
integral controller in the outer feedback loop. Here, root-
locus approach was used in selecting the integral controller
gain K. Fig. 11 (a) shows the closed-loop time response of
tip position yy;, with K7 = 30. It is apparent from the plot,
that v, has a zero steady-state error, a zero overshoot, a rise
time of 0.5 s and a settling time of 1.0 s. The high gain in K
has allowed the tip position to have zero steady-state error
in 1.3 s. Fig. 11 (b) illustrates that the Resonant controller
completely suppresses the tip vibrations during, and at the
end of the slewing maneuver.

A faster response of :;, can be obtained by increasing
the value of K, but this comes at the expense of a higher
overshoot. Fig. 12 (a) shows the response y;;, when K7 is
increased to 45. It can be observed that the rise and settling
times have decreased to 0.2 s and 0.6 s respectively, while the
overshoot has increased from 0 to 6.6 %. It is worth noting

1-4244-1264-1/07/$25.00 ©2007 IEEE
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Fig. 10. Experimental (—) and simulated (——): Time response plots of
(a) Tip position y¢;p, (b) Tip deflection wy¢;p, in open-loop.
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Fig. 11. Experimental (—) and simulation (——): Time response plots of
(a) Tip position y¢;p, (b) Tip deflection wy;p, using augmented Resonant
controller K, (s) and integral controller for K; = 30.
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Fig. 12. Experimental (—) and simulation (——): Time response plots of
(a) Tip position y¢;p, (b) Tip deflection wy;p, using augmented Resonant
controller K (s) and integral controller for K1 = 45.

that, even for a faster tip position response, Fig. 12 (b) does
not show any indication of tip vibrations.
B. Robustness analysis

The robustness of the proposed controller scheme is
analyzed here. The first robustness test was performed by
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Fig. 13. Time response plots of (a) Tip position ¢y, (b) Tip de-
flection wy;p, using augmented Resonant controller K, (s) and integral
controller with tip mass = 92 g (—), tip mass = 35 g (——) and no
mass (...).
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Fig. 14. Time response plots of (a) Tip position y;p, (b) Tip de-
flection wy;p, using augmented Resonant controller K, (s) and integral
controller for large step input command, % m. Experimental (—), simu-
lation (---) and small step input command % (—=) m.

attaching a certain amount of mass to the tip to alter the
dynamics and natural frequencies of the flexible manipulator.
This test is performed to study closed-loop performance of
the controller with a change in payload. Two masses are
used here, the first has a weight of 35 g (which is 14 %
of the flexible beam weight) and a second set has a weight
of 92 g (which is 35 % of the flexible beam weight). With
these masses at the tip, Fig. 13 shows no elevation in the tip
vibrations, but a small overshoot in the y;;, response.

The second robustness test was performed against the size
of input commands. Fig. 14 shows no loss of performance
in the ¥, and wy;, responses when a larger input command
of % m was used. The y;;;, response still has similar rise
time, settling time and overshoot regardless of the size of
input commands.

VI. CONCLUSIONS

In this paper frequency-domain system identification was
used to model a single link flexible manipulator. The identi-

1-4244-1264-1/07/$25.00 ©2007 IEEE

fied models have accurately predicted the frequency and time
responses of the flexible manipulator. The transfer-functions
characterizing the collocated hub angle 0}, (¢) response to the
input u(¢) and the noncollocated tip position y;,(¢) response
to the input u(t) were found to have the same dynamic
modes. This allows for the damping of the tip position v, (¢)
response, indirectly, by damping the collocated hub angle
01, (t) response. A Resonant controller was designed to damp
the highly resonant modes of the flexible manipulator. The
Resonant controller performed successfully in damping those
modes. It was also found that the proposed control scheme
was robust to perturbations in the resonance frequencies of
the flexible manipulator and the size of input command.
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Abstract

A single-link flexible manipulator is fabricated. This flexible
manipulator is modeled as a SIMO system with the motor-
torque as the input and the hub angle and the tip position
as the outputs. The two transfer functions are identified using
frequency-domain system identification. A polynomial based
feedback controller is designed to damp hub angle response.
This controller also damps the tip position response. Apart
from damping the system, the feedback controller also provides
substantial robustness. Finally, an integral controller is also
designed to achieve zero-steady state error in the tip position.

1. INTRODUCTION

Over the past two decades the need for high speed
manipulation and high payload to weight ratio in robot
manipulators has triggered a significant growth in the
research and development of the flexible manipulators [1].
Flexible manipulators are a suitable choice to realize such
needs since they are light in weight, require small sized
actuators and consume low energy for actuation [2]. However,
the use of these flexible manipulators at a high speed poses
challenging problems in designing their control system. The
control system must be designed not only for precise tip
positioning but also for suppressing the vibrations arising due
to the flexible nature of the manipulator. Thus, for developing
such a control system, advanced control techniques are
generally required.

In an early work, [3], Cannon and Schmitz employed
a control scheme where a Linear Quadratic Gaussian
(LQG) controller was designed with measurements from
the noncollocated tip position sensor used as the controller
input. Their results suggested a satisfactory step response
and accurate tip positioning. However, the LQG controller
designed was not robust to modeling errors and was of
very high order. In [4] an LQG controller was designed
based on a reduced-order model obtained using Hankel-norm
minimization. The closed-loop performance obtained using
this controller closely matched the one obtained from an
LQG designed based on the full-order model. Nevertheless
this does not guarantee robustness. The noncollocated control
approach introduced in [3] and [4] was further studied in [5]
with an aim to improve the closed-loop system’s robustness.
In [5], the authors presented a control scheme with two

1-4244-0902-0/07/$20.00 © 2007 IEEE

feedback loops. The controller in the inner loop was an
LQG design and the controller in outer loop was an H,
design. The H., controller was designed for the purpose
of incorporating robustness and also for attenuating the
disturbances. Experimental results in [5] suggested that the
control scheme was more robust to uncertainties. The use of
noncollocated measurements have resulted in non-minimum
phase systems whose close-loop stability can be sensitive
to errors in the model parameters [6]. Nevertheless the
noncollocated measurements are used because they give
precise tip position control [3], [4], [5].

Collocated sensors such as a shaft encoder or a strain
gauge placed at the root end of the flexible manipulator have
also been used in the control of flexible manipulators [7],
[8]. The main advantage of using collocated sensors is that
their measurements result in a passive transfer function, and
hence requires simpler controllers to stabilize the system [9].
In [8], measurements from the shaft encoder and a strain
gauge, placed at the root end of the flexible manipulator,
were used to measure the hub angle and strain, respectively.
The measurements from the shaft encoder were used for
positioning the flexible manipulator, while the strain gauge
measurements were used for damping the vibrations. A
control strategy based on these measurements increased the
stiffness of the flexible manipulator and caused the flexible
manipulator to undergo smaller vibration levels while in
motion.

In this work an experimental flexible manipulator setup
was fabricated to represent a typical flexible manipulator.
A control strategy using both collocated and noncollocated
measurements was developed for vibration suppression as
well as for the position control of the flexible manipulator.
A shaft encoder and a position sensitive detector (PSD)
were used for obtaining collocated and noncollocated
measurements respectively. The use of each measurement
would provide a specific benefit. The control strategy consists
of two feedback loops. In the first loop, a polynomial-
based pole placement controller, was designed to add
damping to the flexible manipulator. And in the second
loop, an integral controller was designed for precise tip
positioning. The input to the polynomial-based controller
is the collocated hub angle measurement, and the input
to the integral controller is the tip position (hub angle
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Fig. 1: Flexible manipulator

plus the noncollocated tip deflection measurement).

The remainder of the paper is arranged as follows. Section 2
provides a description of the experimental setup. Modelling
and identification of the system transfer-functions are pre-
sented in Section 3. Control strategies are devised in Section 4.
In Section 5, simulation and experimental results are presented
to illustrate the effectiveness of the control strategies. Finally,
the paper is concluded in Section 6.

2. EXPERIMENTAL SETUP

The flexible manipulator used here consists of an aluminum
beam clamped directly to the shaft of a Glentek GM4040-41
DC brush servo motor, see Figures 1 and 2 for illustrations of
the experimental setup. The dimensions and the mechanical
properties of the beam are given in Table 1. The motor is
driven by a Glentek GA377 pulse width modulation (PWM)
servomotor amplifier. The motor has a continuous stall torque
of 354 Nm and a maximum bandwidth of 58 Hz. The
tachogenerator and the shaft encoder of the motor are used
to measure the hub angular speed and hub angle of rotation,
respectively. The shaft encoder has a count of 5000 per
revolution or alternatively it has a resolution of 0.072 degrees.

An infrared light-emitting diode (LED) and a Hamamatsu
S1352 position sensitive detector (PSD) are used for
measuring the deflection of tip of the beam. The infrared
LED is fixed on top of the hub and the PSD is fixed at the tip.
The infrared LED emits a signal with a typical wavelength
of 880 nm and a typical output power of 2 mW. The PSD
is comprised of two electrodes that generate photocurrents
depending on position of the infrared spot light on the
sensor. A Hamamatsu C5923 signal processing circuit (SPC)
is used to drive the infrared LED and also to convert the
photocurrents into a voltage signal the magnitude of which is
proportional to the spot light position.

A dSPACE DS1103 PPC controller board is used for real-
time control implementation. A sampling frequency of 20 kHz
is used in order to avoid aliasing. Simulink is used to download
the controller into the controller board.

3. MODELING AND SYSTEM IDENTIFICATION

Analytical characterizations of the dynamics of flexible
manipulators have been investigated by many authors.
Hastings and Book [10] were among the first to present a

U pwM /LED /ESD
D/A Flexible Beam | ]
dSPACE Motor SPC

Spectrum
’X/tﬁ‘ o, Encoder Analyzer
— —

Fig. 2: Experimental setup for the flexible manipulator

TABLE 1: MECHANICAL PROPERTIES OF THE FLEXIBLE MANIPULATOR

Properties Values
Length, L 0.6 m
Thickness, hq 0.003 m
Width, v 0.05 m
Linear density, p 0.3975 kg/m

Radius of hub, r 0.025 m

6.894 x 100 Pa
1.125 x 107 m?

Modulus of elasticity, £
Cross-sectional area-moment
of inertia, I
Hub moment of inertia
(including motor), Ip,
Beam moment of inertia, I

1.850 x 10 % Kg.m?

2.862 x 10 Z Kg.m?

PDE model for an undamped single-link flexible manipulator.
In [4] the authors presented finite order models based on
the PDE model presented in [10]. These finite order models
include additional terms to account for damping.

The flexible manipulator studied in [9] is modeled as a
pinned-free beam with the pinned end attached to the rotating
hub. The authors assumed that the beam deflection satisfies
the Euler-Bernoulli beam theory. Therefore position of any
arbitrary point y on the manipulator can be written as, see
Figure 3,

y(l‘,t) :w(x7t) +x9h(t)v (1)

where w(z,t) is the beam flexural deflection and 6y (t) is the
hub angle of rotation at time t. Using Hamilton’s Principle
along with the associated energy equations it was shown that
y(z,t) satisfies the fourth order partial differential equation

oty 0%y
El— — = 2
o0t TP =0 @)
with boundary conditions
0%y
El— T-1, = =
27|, _, + r=0,w(0)=0
0%y 3y
ElI— =0, FI — =0. 3
O r=L ’ O’ r=L ( )

Here T' denotes to the torque input and the other parameters
as defined in Table 1.
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The first three natural frequencies of the flexible
manipulator calculated from the PDE model are tabulated in
Table 2. Details on how to calculate the natural frequencies
from (2) are not presented here. Interested readers can refer
to [4]. Also presented in Table 2 are the experimentally
determined natural frequencies of the manipulator. The third
elastic mode could not be excited as it was out of the motor
bandwidth. The analytical and experimental results differ
by about 6%. This error could be due to reasons such as
the presence of the PSD at the tip of the manipulator. This
amounts to addition of a tip mass to the beam, which is not
accounted for in the PDE (2) and its associated boundary
conditions (3). In order to accurately model the system for
control design, here an experimental approach to modelling
(system identification) is taken.

The following frequency response functions (FRFs) are
determined for designing the control system:

s On(
Gopu (iw) = ;((11:})) )

and

Gym)u (iw) Gwm‘pu (lw) + LG, u (W), (6)

where u(s) is the input voltage, 6,(t) is the hub angle
measured using the shaft encoder, wy;,(t) = w(L,t) is the
flexural tip deflection measured using the PSD and the tip
displacement y;;,(t) = y(L,t) is computed using (1). The
FRFs are first determined non-parametrically and parametric
models are later fit to them.

A HP35670A spectrum analyzer is used for the non-
parametric determination of the FRFs. A random noise signal
from 2 - 75 Hz generated using the spectrum analyser is
applied as the input w(t). The output measurements 6y, (t)
and wy;p(t) are fed into the spectrum analyser. The spectrum
analyser processes the input output data and generates the
FRFs (4) and (5) in the non-parametric form. In Figures 4
and 5 the nonparametric FRFs of (4) and (5) are plotted along
with corresponding parametric fits. The parametric models fit
to data are

Datum -~

Fig. 3: Flexible manipulator model.

TABLE 2: NATURAL FREQUENCY (HZ) OF THE SINGLE-LINK FLEXIBLE
MANIPULATOR

Mode No. | Analytical | Experimental
1 22.17 20.94
2 52.13 55.06
3 123.61 -
()
g -20f
g —40
‘% —60
é’ —-80
—-100 5
10
100
2 o
g”_wo
ﬂ_&f —200
—300— - )
10 10 10
f (Hz)

Fig. 4: Identified model (—) and experimental (——) frequency response of
amplifier input voltage w to hub angle 6,.

where

SN

—
@

=
(1>

367.0451 (s° + 0.44285 + 1605)

x (s +1.197s 4 5.988¢004) 9)
a(s) £ s(s+1.6)(s* + 16.72s + 1.768e004)
x (s* 4 23.35s 4 1.193e005) (10)
p(s) £ —33655.44 (s* + 1.693s + 6.943e004) (11)
and
q(s) £ (s*+16.72s + 1.768¢004)

X

(s® +23.355 4 1.193€005) . (12)

It is worth noting that the poles characterising the flexible
modes of the beam in Gy, ,(s) and Gy,,,«(s) are the same
(i.e., s(s+ 1.6)q(s) = a(s)). Hence damping the resonances
of Gy, () using a feedback controller would also damp the
resonances in Gu,,,«(s) and Gy,, v

4. CONTROLLER DESIGN

This section discusses the proposed control strategy for vibra-

Gouls) = —= am . . - ; :

a(s) tion damping and position control of the flexible manipulator.
The control strategy consists of a polynomial based controller
and and an integral controller, as illustrated in Figure 6. In design-
ing the controllers, the response of the flexible manipulator

p(s) needs to satisfy the following specifications:

Gunpu(s) = @’ ®) 1) Zero steady-state tip positioning error
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—200f

Fig. 5: Identified model (—) and experimental (——) frequency response of
amplifier input voltage wu to tip deflection wy;p.

Fig. 6: Polynomial-based controller C (s) and integral controller K;/s (s).

Ytip
On

Fig. 7: LQG state feedback controller with integral action scheme.

2) Rise time and settling time of less than 1 and 1.5
seconds, respectively.
3) Overshoot of less than 2%.
4) Minimum of 10 dB damping in the first resonant mode
(in order to flatten its peak).
An LQG controller in conjunction with an integral action
scheme, see Figure 7, is also designed for achieving the above
specifications. This LQG based control scheme has been used
by other researchers, e.g. [7], and it is used here for the sake
of comparison with the proposed polynomial-based control
strategy.

A. Polynomial-based and integral controller
Let
y(s)

x(s)

be a proper controller. Standard results in control theory, [11],
show that the closed-loop system is given by

Gehu(s)
1+ Go,u(s)C(s)
and the corresponding closed-loop poles are roots of the
polynomial

C(s) = (13)

Gl (s) 2

Ghu

(14)

c(s) =

a(s)x(s) + b(s)y(s). (15)

400 Open-—loop Poles
x o 0.00
300 —11.68 + 345.20i
: —11.68 — 345.20i
E - 8.36 + 132.71i
200 ~836-132.71i
* o
. Closed-loop Poles
100 2501
: —24.99
o » L@ | —25.00 + 0.01i
E ~25.00 - 0.01i
. ~78.35 + 132.71i
—100 -78.35 — 132.71i
x o ~78.37 + 132.71i
—78.37 — 182.71i
—-200 —81.68 + 34.519i
—81.68 — 34.519i
—81.68 + 345.22i
—300 —81.68 — 345.22i
x o
—400
—80 —60 —-40 —20 [0} 20

Fig. 8: Open-loop (O) and closed-loop (x) pole locations of the system.

As the model Gy, (s) is of order 6, (15) would represent
a diophantine equation for any 12" order monic polynomial
c(s). If {px}32, is a desired set of closed-loop poles, and
c(s) is the corresponding monic polynomial with {py}}2, as
its roots, then there exists a unique pair of polynomials y(s)
and x(s), of orders 5 and 6 respectively, with x(s) monic,
which satisfy (15). The coefficients of the polynomials y(s)
and x(s) can be determined by solving the linear equations
obtained by matching the coefficients in (15).

Solving for the coefficients though conceptually simple is
not numerically well conditioned. Moreover, the controllers
rendered by any arbitrary choice of {px};Z, need not be
stable. The former problem can be tackled by using suitable
preconditioning matrices. However, the latter problem
of restraining the controller to be stable has not been

satisfactorily solved to the authors’ knowledge.

In Figure 8 open-loop poles of Gy, (iw) and the desired
closed-loop pole locations are presented. The controller poly-
nomials y(s) and x(s) obtained for the choice of the closed-
loop poles presented in Figure 8 are

61128.1795(s + 5.963) (s> — 64.13s + 4557)
(16)

y(s) =
x  (s? +48.39s + 5.956e004)

(5% +28.725 + 1861)(s% + 150.35 + 6.004€004)
x (5% 4+ 519.55 4+ 1.948€005). (17)

A trade off between system damping and controller stability
needs to be considered while selecting the closed-loop pole
locations. The further away the closed-loop poles are placed
(from the open-loop poles) in the left half plane, the higher
the system damping can be achieved but this is at the cost of
making the controller less stable. In this work, the closed-loop
pole locations are optimized to give a high system damping
but with a reasonable gain and phase margin.

5. SIMULATION AND EXPERIMENTAL RESULTS

Here the damping introduced by the polynomial based
controller on the resonant modes are first evaluated. In
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Fig. 9: Simulated (—) and experimental (——) closed-loop frequency
response of amplifier input voltage u to hub angle 6j,.

(@)

Magnitude (dB)

Magnitude (dB)
R
(=]

Fig. 10: Closed-loop (—) and open-loop (——). (a) Frequency response of
amplifier input voltage u to hub angle 6}, . (b) Frequency response of amplifier
input voltage u to tip deflection wy;yp.

Figure 9 the closed-loop FRF G((,ili (iw), (14), is plotted
along with its experimentally determined non-parametric
counterpart. Experimentally determined non-parametric
G (iw) is obtained by applying a random noise as
Oru

input u(t) using the spectrum analyser and the controller
implemented as suggested in in Section 2. It is fairly evident
that the experimental results match the simulations except
near the second resonant mode. This is due to the fact that the
second resonance is very close to the maximum bandwidth
of the drive.

In Figure 10 the non parametric (experimentally
determined) closed-loop responses Géili (iw) and Gz(fth?pu (iw)
are plotted along with their corresponding non-parametric
open-loop FRFs Gy, (iw) and G, (iw) respectively. A
damping of the first and the second resonances are evident
from the plots. More precisely the magnitudes of the first and
second resonant modes are reduced by 10.5 dB and 5.7 dB,
respectively.

The goal of this paper is to achieve precise tip positioning.
Without loss of generality we wish to position the tip at y;, =
% with the current position being set to zero. This is normally
achieved by applying a step input with step size % In order
to achieve precise tip-positioning with zero steady state error
an integral controller is used. The integral controller gain K

is chosen such that the response of the flexible manipulator

(@)

1.5
k=3
= o5}
o
o 0.5 1 1.5 2 2.5 3
g2 107 (b)
al
E ==
= O A
= 2
\
_al™
-6
o 0.5 1 1.5 2 2.5 3

t (s)

Fig. 11: Time response plots of the flexible manipulator using polynomial-
based and integral controller with hub angle and tip deflection feedback.
Experimental (—) and simulated (——): (a) Tip position y;p, (b) Tip
deflection wy;p.

(@)

1.5
t(s)

Fig. 12: Time response plots of the flexible manipulator using polynomial-
based and integral controller with hub angle and tip deflection feedback.
Kr = 15 (—)and Ky = 10 (——): (a) Tip position y¢;p, (b) Tip
deflection wy;p.

conforms to the given specifications. Figure 11 shows the time
response of the flexible manipulator in closed-loop to the step
input u(t) = % with K; = 10. It is apparent from the plot
(a) in Figure 11 that y;;, has a zero steady-state error, a zero
overshoot, a rise time of 0.8 seconds and a settling time of
1.2 seconds. Plot (b) in Figure 11 shows that as a result of the
polynomial based controller, tip vibrations due to the resonant
modes are almost completely damped. The observed initial
deflection in the negative direction is a typical response of a
non-minimum phase system. Note that, the response of the tip
position and the tip deflection are very similar to simulation
results obtained from the identified models.

The rise time of 3, can be reduced by increasing the value
of K7, but this comes at the expense of a higher overshoot.
Figure 12 shows the response y:;, when K7 is increased to
15. It can be observed that the rise time has decreased to 0.5
seconds while the overshoot has increased from 0 to 3.1%. It
is worth noting that, even for a faster tip position response,
Figure 12 does not show any exacerbation of the vibrations.

Figure 13 illustrates the response y;, using the LQG
controller in conjunction with the integral action, refer to
Figure 7. The LQG controller is tuned such that it produces
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2.5 3

Fig. 13: Time response plots of the flexible manipulator using LQG controller
and integral action scheme with hub angle feedback. LQG (—) and proposed
controller (——): (a) Tip position y¢;p, (b) Tip deflection wyp.

(@)

(b)

t(s)

Fig. 14: Time response plots of the flexible manipulator using polynomial
based and integral controller with tip mass. Tip mass = 92 g (—), Tip
mass = 35 g (——) and No mass (...): (a) Tip position y;p,, (b) Tip deflection
Wtip-

a tip position response that is similar to the one produced by
the proposed controller. Figure 13 shows that y;, has a rise
time of 0.7 seconds but the tip deflection w;;, appears to be
affected by the resonance modes.

The robustness of the proposed controller is examined by
attaching a certain amount of mass to the tip of the flexible
manipulator. Two masses are used here, the first has a weight
of 35 g (which is 14% of the flexible beam weight) and a
second set has a weight of 92 g (which is 35% of the flexible
beam weight). These masses alter the dynamics of the flexible
manipultor and also perturb or shift the resonances. Figure 14
shows the response 1, conforms to the given specifications
for both the cases. However, in the case of a LQG deterioration
in the performance is evident.

6. CONCLUSION

In this paper a single link flexible manipulator is fabricated to
represent a typical flexible robotic arm manipulator. Analytical
models could not correctly predict the flexible modes, as the

(a)

-3 (b)

t(s)

Fig. 15: Time response plots of the flexible manipulator using LQG controller
and integral action scheme with tip mass. Tip mass = 92 g (—), Tip
mass = 35 g (——) and No mass (...): (a) Tip position y;p, (b) Motor
torque T', (c) Tip deflection wyp.

cated tip position y;,(t) response to the input u(t) were found
to have the same dynamic modes. This allows for the damping
of the tip position y;,(t) response, indirectly, by damping
the collocated hub angle 6, () response. A polynomial based
feedback controller was designed to damp the lightly damped
modes of the system. However, damping alone does not
guarantee a zero steady state error in the tip position yy,(t).
Hence an integral controller was designed to enforce this.
It was also noted that the polynomial based controller was
robust to perturbations in the resonance and rigid modes of
the manipulator.
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